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Q1. Consider two LFSRs with polynomiaigx) = x> + x* + 1 and

g(x) = x* + 2 + 1. Find the shortest LFSR which generates all
sequences generated by these LFSRs and its connection polynomial
h(x). Determine the exponents ©fx), g(x) andh(x). What kind of
periods the sequences{h(x)) may have?



Al-a) The polynomial$(x) andg(x) factor into:

f) =3 +x +1=0C +x+ 1)+ x+ 1),
gx) =x* +x2+1= (¢ +x+1)>%

By Theorem 2 in the lecture slides, the LFSR with the connection
polynomial

h(x) = lem(f(x), g(X)) = (¢ + x+ 1)(2 + x + 1)?

generates all sequencesf (x)) and2(g(x)).



Al-b). The exponents of factors bfx) andg(x) are

Hencef (x) | (x?* + 1) andg(x) | (x° + 1) and lcn(21,6) = 42| e.

The polynomialk*? + 1 has the factorization

X4 1=0F4+12 =08+ X+ X+ + 128 + X + 3% +x+ 1)?
X (0 4+ X2+ 1)%( + x4+ 1)°( + x4+ 1)*(x + 1)%.

Henceh(x) | (x*? + 1) ande, = 42. Since 42= 2 - 3- 7, the periods
of the sequences #(h(x)) are divisible by 2, 3, or 7.



Theorem

Let g € Fq[x] beirreducible over Fom with g(0) # 0 and ord(g) = e,
and let f = g° with a positive integer b. Let t be the smallest integer
with 2! > b. Thenord(f) = e x 2t

For example, let us find the exponentfafuch that
g=(C+x+1), f=¢d¢%

Since the exponent afis 3 and 2 > 2, we getord(f) = 3 x 2! = 6.



Q2. Lete be the exponent df(x). Show that then there is a sequence
S e Q(f) such that the period @is equal toe.



A2-a) Suppose that the sequerge Q(f(x)) has the period ofl with
generating function

We claim thatd = e.

i) By Theorem 3 (Lecture 4) we know thdtdividese.

i) We show thatd > e.

SinceShas periodi, S € Q(1 + x4), and hence there is a polynomial
of degree less thaghsuch thaiG(x) = %. Hence,

P(x) 1

e e P(X)F*(x) = 1+ x3 = P*(x)f**(x) =x? + 1

Hencef(x) | x4 4 1 and the exponem < d.



Q3. Show that the exponent of the polynomial
f(X) =x"+x""1+ . +x2+x+1=3" % isequal ton+ 1 for all
integersn, n > 1.



A3. We have

n+1 n

X+ DF) =X+ =D X+ > x =x""41
i=1 i=0

Hencef(x) | (x"*1 + 1) for alln > 1, and the exponent 6{x) is
n+1.



Q4. Recall that an element of a finite field of sies primitive if it
has multiplicative ordeq — 1. The following fact holds: An
irreducible polynomial is primitive if and only it = 00...010 is a
primitive element in the Galois fiel@F(2") = Z[x]/(f (X)) with
polynomialf (x).

We know that the polynomiat* + x3 4+ x? 4+ x + 1 is irreducible but
not primitive, since its exponent is 5. Hences not a primitive
element in the fiel@,[X]/(x* + X3 4+ x? + x + 1). Find some primitive
element in this field.



A4. The task is to find a primitive element in the field
Fa[x]/(x* + x® + x2 + 1). We can start searching among small
polynomials. Since x is no good, let us try x+1 next. Since the order
of the field is 15, the possible orders are 3, 5 and 15. {9se 1.)
(x+12 =x3+x*+x+1,
X+1°=x+1)*+D) =+ +x+1=x"+x
X+D)P = ((x+2°)P =+ 12 =3 +x*+x*+1) =1

We can find more primitive elements in a similar way.



Q5.

For each of the following 5-bit sequences determine its linear
complexity and find one of the shortest LFSR that generates the
sequence without using the Berlecamp-Massey algorithm.

a)00111

b) 00011

c)11100

d) Determine an LFSR that generates all three sequences.



Q5-a) The sequence contains two consecutive 0’s. It follows that LC
> 3. Let's try to fit a linear recurrence of length 3 to the sequence.
Given five terms of the sequence we get the following two equations:

Co-0+c-04+c-1 =1
C-0+ci-1+c-1 =
from where we get, = 1 andc; = 0. We are looking for a full

length three LFSR, henag = 1. Since we found a solution LFSR
with polynomialx® + x2 + 1 it follows that LC = 3.



Q5-b) Similarly as in a) we see immediately that G4. When
fitting a linear recurrence of length 4, only one equation is obtained:

c-0+¢c1-0+c-0+c3-1 = 1

It follows thatcz; = 1. Hence, withcy = 1, we have four solutions. It
follows that LC =4, and that any of the four polynomials works:
X4+X3+C2X2+C1X+ 1.



Q5-c) The non-zero sequence contains two consecutive 0's. li®llo
that LC> 3. Let’s try to fit a linear recurrence of length 3 to the
sequence. From the five terms of the sequence we get the following
two equations:

c-l+c-1+c-1 = O
c-l+¢c-1+¢c-0 = O
from where we getg = c; andc, = 0. We are looking for a full

length three LFSR, heneg = 1. Since we found a solution LFSR
with polynomialx® + x + 1 it follows that LC = 3.



Q5-d)

Let us try if we could find a degree 4 solution by fitting a linear
recurrence of length four to the three sequences. We get three
equations:

c-0+¢c-0+co-1+c3-1 = 1
Co-0+¢c1-0+c-0+c3-1
Co-1+c-1+¢c-1+c3-0 = O

I
=

We getcy = ¢, ¢ = 0, andcz = 1 and hence the common
polynomial isx* 4+ x® + x + 1.



Q6.

Let Sbe a sequence of bits with linear compleXitylts

complemented sequengés the sequence obtained frddiby

complementing its bits, that is, by addingribdulo 2 to each bit.
a) Show that.C(S) <L +1.

b) Show that.C(S) =L — 1, orL, orL + 1.



A6-a. Letl be a sequence 1111...1... (finite or infinite) that is
generated using the feedback polynomtial 1. Then, we have
S=S@|. By Theorem 2 in the lecture slides, we kn&e Q(h)
whereh(x) = lem(f(x), (x+ 1)). If the original sequence is generated
using a polynomiaf (x) of degred. then the complemented sequence
is generated using a feedback polynomial (Efw), (x + 1)), which

has degree at mokt+ 1. HenceL.C(S) < LC(S) + 1.



AB6-b) Applying the result proved in a) f@and observing thad = S
we getLC(S) > LC(S) — 1. HenceLC(Se {L — 1,L,L + 1}.

All three cases are possible as shown by the sequences:
111111...(complemented sequence has LC = 0),
01010...(complemented sequence has the same LC),
000000....(complemented sequence has LC = 1)



