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Before we start

• Prepare solutions before tutorials and be on time.

• Tick the problems (Q1,Q2,...,Q6) that you wish to present in the
list.

• Even though you could not solve the problems completely, you
can still present your idea for the solutions (and tick the
problems, too).

• Tutor will pick your name from the list and ask him/her to
present the solutions, if there is no volunteer.

• Solutions will be uploaded around Monday (after tutorial).

• Tutor will not mark your presentation.



Q1. Kasiski’s method and the method of Index of Coincidence are
efficient methods for breaking the Vigenère cipher. The purpose of
this exercise is to prove that any such method can be used to break the
autokey cipher. Show how the ciphertext produced by an autokey
cipher can be transformed to a ciphertext produced by a Vigenère
cipher. What about the converse?

Autokey Cipher
LetP = C = K = Z26. Let z1 = K and definezi = xi−1 for all i ≥ 2.
For 0≤ z ≤ 25, define

ez(x) = (x + z) mod 26

and
dz(y) = (y − z) mod 26

(x, z ∈ Z26).



A1. Autokey cipher is a stream cipher withP = C = K = Z26 and

z1 = K

zi = xi−1, for i ≥ 2

ez(x) = x + z mod 26

Given a plaintext sequencex1, x2, . . . , xn the ciphertext sequence is

y1 = (x1 + K) mod 26

y2 = (x2 + x1) mod 26= (x2 + y1 − K) mod 26

⇒ y2 − y1
︸ ︷︷ ︸

y′2

≡ x2 − K mod 26

y3 = (x3 + x2) mod 26= (x3 + y2 − y1 + K) mod 26

⇒ y3 − (y2 − y1)
︸ ︷︷ ︸

y3−y′2

≡ x3 + K mod 26

and so on.



We define a transformed sequencey′1, y′2, . . . , y′n as follows:

y′1 = y1

y′i = (yi − y′i−1) mod 26, for i ≥ 2

Then

y′i = (xi + (−1)i−1K) mod 26, for all i ≥ 1, (1)

which is the ciphertext obtained by encrypting the plaintext
{x1, x2, . . . xn} using Vigeǹere cipher withP = C = Z26 andK =
{(K,−K) |K ∈ Z26}.



For i ≥ 2, a ciphertext produced by a Vigenère cipher is

yi = xi + k mod 26

yi+1 = xi+1 + k mod 26

⇒ yi+1 − yi = xi+1 − xi mod 26. (2)

However, for a ciphertext produced by an autokey cipher, we have

yi = xi + xi−1 mod 26

yi+1 = xi+1 + xi mod 26

⇒ yi+1 − yi = xi+1 − xi−1 mod 26, (3)

Since (3) is dependent onxi−1 and (2) is independent ofxi−1, Hence,
transforming a ciphertext produced by a Vigenère cipher to a
ciphertext produced by an autokey cipher is not generally possible.



Q2. Define a stream cipher as follows:

P = C = Z7, K = {(a, b) |gcd(a, 7) = 1}

plaintext = x1, x2, x3, . . .

zi = (a × i + b) mod 7, i = 1, 2, . . . , where(a, b) is the key.

ezi(xi) = (xi + zi) mod 7

ciphertext = y1, y2, y3, . . .

dzi(yi) = (yi − zi) mod 7

a) Using (5,3) as the key, compute the decryption of the message
25542531.

b) If you know that some part of the plaintext is 110503, and this
encrypts to give the ciphertext 501153, then derive as much as
you can about the unknown key(a, b). What additional
information you need to derive the entire key?



A2-a). Letxi andyi be the plaintext and ciphertext sequences. Then

yi ≡ xi + a · i + b mod 7,

xi ≡ yi − a · i − b mod 7

Since(a, b) = (5, 3), we know(−a,−b) = (−5,−3) = (2, 4) mod 7.
Hence, the decryption of the ciphertext message 25542531 is

x1 = 2 + 2 · 1 + 4 = 1

x2 = 5 + 2 · 2 + 4 = 6

x3 = 5 + 2 · 3 + 4 = 1

x4 = 4 + 2 · 4 + 4 = 2

x5 = 2 + 2 · 5 + 4 = 2

x6 = 5 + 2 · 6 + 4 = 0

x7 = 3 + 2 · 7 + 4 = 0

x8 = 1 + 2 · 8 + 4 = 0



A2-b). Using the known plaintext ciphertext pair, we get

5 = 1 + a · i + b (4)

0 = 1 + a · (i + 1) + b (5)

1 = 0 + a · (i + 2) + b (6)

1 = 5 + a · (i + 3) + b (7)

5 = 0 + a · (i + 4) + b (8)

3 = 3 + a · (i + 5) + b. (9)

The initial contentsi of the index counter is not known. From
(5) − (4), one getsa = −5 = 2 mod 7. Then, from (6), one gets
2i + b ≡ 4 mod 7. Henceb can be found if and only ifi is known.



Q3. The plaintext and ciphertext alphabet consists of the 26 letters
A-Z and the space between words. Each plaintext letterx is encrypted
separately using a randomised substitution as follows. The key
K = (k0, k1, . . . , k9) is a permutation of the ten digits{0, 1, . . . , 9}.
The encryption process has the following steps.

1. Pick a charactery from the plaintext alphabet at random.
Interpret the pair(y, x) as the representation of an integerI to the
base 27, that is,I = 27 · y + x. Let a2, a1, a0 be the digits ofI in
the decimal system, wherea2 is the most significant digit.

2. Use the keyK to substituteai by kai , i = 0, 1, 2.

3. The ciphertext(c2, c1, c0) is obtained as the 27-base
representation of the integer 100· ka2 + 10 · ka1 + ka0.

An attacker is observing plaintext-ciphertext pairs produced by this
encryption system with the same fixed key. An encryption of the
character ‘space’ is ‘ABX’ and an encryption for character ‘B’ is
‘ACB’. Based on this information, derivea andb such thatka = 0 and
kb = 5.



A3.
Note that{A, B, · · · , Z, space} 7→ {0, 1, · · · , 25, 26}.

ABX = 0 · 272 + 1 · 27+ 23 = 050= kakbka,

ACB = 0 · 272 + 2 · 27+ 1 = 055= kakbkb

Then, the plaintext and ciphertext of the “space” andB have the
following relations:

kakbka 7→ 100a + 10b + a = 27y1 + 26← “space”

kakbkb 7→ 100a + 10b + b = 27y2 + 1 ← B

Hence, we get

101a + 10b ≡ 26 mod 27

100a + 11b ≡ 1 mod 27,

which has the following unique solutiona = 2 andb = 4.



Q4. Let us consider a cryptosystem whereP = {a, b, c} and
C = {1, 2, 3, 4}, K = {K1, K2, K3}, and the encryption mappingseK

are defined as follows:

K eK(a) eK(b) eK(c)
K1 1 2 3
K2 2 3 4
K3 3 4 1

Given that keys are chosen equiprobably, and the plaintext probability
distribution isPr[a] = 1/2, Pr[b] = 1/3, Pr[c] = 1/6, compute the
following probabilities

a) Pr[y = i], i = 1, 2, 3, 4.

b) Pr[x = j, y = i], j = a, b, c, andi = 1, 2, 3, 4..



A4-a). Note that
Pr(x = a) = 1/2, Pr(x = b) = 1/3, Pr(x = c) = 1/6 and
Pr(K = Ki) = 1/3, i = 1, 2, 3.
Let us calculatePr(y = 1) first.

Pr(y = 1) = Pr(K = K1) Pr(x = a) + Pr(K = K2) · 0 +

Pr(K = K3) Pr(x = c)

=
1
3
·

1
2

+
1
3
·

1
6

=
2
9

The other probabilities are calculated similarly to be

Pr(y = 2) =
5
18

Pr(y = 3) =
1
3

Pr(y = 4) =
1
6
.



A4-b). Note that
Pr(x = a) = 1/2, Pr(x = b) = 1/3, Pr(x = c) = 1/6 and
Pr(K = Ki) = 1/3, i = 1, 2, 3.
Let us calculatePr(x = a, y = 1) as an example:

Pr(x = a, y = 1) = Pr(x = a) Pr(y = 1|x = a) =
1
2
·

1
3

=
1
6

The other nonzero probabilities are

Pr(x = a, y = i) =
1
6
, i = 2, 3,

Pr(x = b, y = i) =
1
9
, i = 2, 3, 4

Pr(x = c, y = i) =
1
18

, i = 1, 3, 4.

The other probabilities are zero.



Q5. Does the cryptosystem of the preceding problem achieve perfect
secrecy?



A5. A cryptosystem provides perfect secrecy if and only if
Pr(x = j, y = i) = Pr(x = j) Pr(y = i) for all plaintext-ciphertext
pairs(i, j). Since

Pr(x = a) Pr(y = 2) =
1
2
·

5
18

=
5
36

6=
1
6

= Pr(x = a, y = 2),

the cryptosystem in Problem 4 does not provide perfect secrecy.



Q6. Plaintext is composed of independently generated bits that are
arranged in blocks of four bits. The probability that a plaintext bit
equals 0 isp. Each blockx1, x2, x3, x4 is encrypted using one key bitz
by adding it modulo 2 to each plaintext bit. Hence the ciphertext
block isy1, y2, y3, y4 whereyi = xi ⊕ z, i = 1, 2, 3, 4. It is assumed
that every key bit is generated uniformly at random. Let us assume
that a ciphertext block hask zeroes and 4− k ones,k = 0, 1, 2, 3, 4.

a) Compute the probability (as a function ofk) that the encryption
key wasz = 0.

b) What value ofk maximizes this probability?

c) For which value ofk the probability thatz = 0 is equal to1
2, that

is, the ciphertext does not give any information at all about the
used key bit?



A6-a). LetAk be the event that a plaintext block has exactlyk zeroes.
Let Bk be the event that the ciphertext hask zeroes,k = 0, 1, 2, 3, 4.
Then using the definition of conditional probability

Pr(z = 0 |Bk) =
Pr(z = 0, Bk)

Pr(Bk)

SincePr(z = 0) = Pr(z = 1) = 1
2 and the key is independent of the

plain text,

Pr(z = 0, Bk) = Pr(z = 0)Pr(Ak) =
1
2

(
4
k

)

pk(1− p)4−k

Pr(Bk) = Pr(z = 0, Ak) + Pr(z = 1, A4−k)

= Pr(z = 0)Pr(Ak) + Pr(z = 1)Pr(A4−k))

=
1
2

(
4
k

)

pk(1− p)4−k +
1
2

(
4

4− k

)

p4−k(1− p)k

Note
(4

k

)
=

( 4
4−k

)
.



Hence, we get

Pr(z = 0 |Bk) =
1
2

(4
k

)
pk(1− p)4−k

1
2

(4
k

)
pk(1− p)4−k + 1

2

( 4
4−k

)
p4−k(1− p)k

=
1

1 +
(

p
1−p

)4−2k ,

wherep 6= 1.



A6-b).

• If p < 1
2, that isp < 1− p, thenPr(z = 0 |Bk) decreases withk

and is maximized withk = 0.

• If p > 1
2, that isp > 1− p, thenPr(z = 0 |Bk) increases withk

and is maximized withk = 4.

• If p = 1
2, that isp = 1− p, thenPr(z = 0 |Bk) equals1

2, for all
k = 0, 1, 2, 3, 4. In this case we do not get any information about
the key by counting the number of zeroes and ones in the cipher
text.

A6-c).
If k = 2, thenPr(z = 0 |B2) = 1

2 if p 6= 0, 1. Hence, the cipher text
does not give any information about the key ifk = 2.


