T-79.5204 Spring 2007
Combinatorial Models and Stochastic Algorithms

Tutorial 5, February 22

Problems

1. Represent graphically or write out explicitly the transition probability matrix for a Markov
chain that has been obtained as a coupling of two copies of the simple two-state Markov chain
M from tutorial problem 2/1. (This chain would be denoted M| M in the notation on p. 43
of the lecture notes.) Can you compute the expected value of the coupling time for this chain,
when the two component chains are initialised in different states, using the general techniques
discussed at tutorial 2 (pp. 16-19 of the lecture notes)?

2. Consider the previous problem more generally: write out explicitly the transition probabilities
for a Markov chain that has been obtained as a coupling of two copies of a regular Markov
chain M with transition probability matrix P = (p;;). Verify that starting from any initial
distribution Pr(Xy = 4,Yy = j), the marginal distributions of the first component chain (and
by symmetry also those of the second component chain) remain at all times the same as they
would be in an uncoupled M-chain, i.e. that for allt > 0 and all : € S ={1,...,n},

Pr(X, =1) = ZPr(Xt =4,Y; = j) = (P PY),.

j=1

3. Establish, using the coupling method, a general geometric bound on the convergence rate of a
regular finite Markov chain M, i.e. show that there is a constant ¢ € (0,1) such that if 7 is the
stationary distribution of M, and p(*) denotes the time ¢ distribution of M, initialised in some
arbitrary initial distribution p(®), then dy (p®, ) < c*.

4. Consider the Markov chain with state space S = {1,2} and transition probability matrix
(12 12
P= < 12 1/2 ) :
Show that with the update rule
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the Propp—Wilson algorithm always terminates on this chain in a single step, whereas with the
update rule
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the algorithm never terminates.

5. An appealing “simplification” of the Propp—Wilson algorithm would be to simulate the chains
from time T = 0 forward until coalescense. Show that the samples obtained by this method
would not be correctly distributed in the case of the Markov chain with state space S = {1,2}

and transition probability matrix
(172 1)2
po( 12 12)



