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Le
ture 11: Relationship with Propositional Logi


Outline

➤ Expressive power

➤ Clark's 
ompletion

➤ Loop formulas

➤ Chara
terization of stable models

➤ Tight programs
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1. EXPRESSIVE POWER

➤ In the sequel, we 
on
entrate on the 
lass of normal programsalthough many results 
an be generalized for smodels programs.

➤ It 
an be formally proved that normal programs under stable modelsemanti
s are stri
tly more expressive than propositional theories.
➤ The proof is based on the existen
e of translations of spe
i�
kinds between normal programs and propositional theories.
➤ In this respe
t, the basi
 
riteria imposed on a translation Tr are:1. Faithfulness: T ≡v Tr(T ).2. Modularity: Tr(T1∪T2)≡v Tr(T1)∪Tr(T2).Here we assume that Hbv(T ) = Hb(T )⊆ Hb(Tr(T )), i.e.,

Tr may introdu
e new atoms whi
h remain invisible in Tr(T ).
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Modular Representation for Clauses
➤ There is a faithful and modular translation TrN from sets of
lauses into normal programs (involving 
onstraints).De�nition. An individual 
lause A∨¬B is translated into

TrN(A∨¬B) = {a←∼a. a←∼a. | a ∈ A∪B}∪{⊥←∼A,∼B}and TrN(S) =
S

{TrN(A∨¬B) | A∨¬B ∈ S} for a set of 
lauses S.Theorem. For any sets of 
lauses S, S1, and S2,
S≡v TrN(S) and TrN(S1∪S2)≡v TrN(S1)∪TrN(S2).Proof sket
h. There is a bije
tion f : CM(S)→ SM(TrN(S)) de�nedby f (M) = M∪{a | a ∈ Hb(S)\M} so that f−1(M) = M∩Hb(S). Themodularity of TrN follows from TrN(S1∪S2) = TrN(S1)∪TrN(S2). 2
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An Impossibility Result

➤ Normal programs 
annot be modularly represented with 
lauses.Theorem. There is no faithful and modular translation TrC fromnormal programs into sets of 
lauses.Proof. Assume the 
ontrary, i.e., for all normal programs P, P1, and

P2, P≡v TrC(P) and TrC(P1∪P2)≡v TrC(P1)∪TrC(P2).Consider normal programs P1 = {a←∼a,∼b. } and P2 = {b. }:1. Now SM(P1) = /0 implies that CM(TrC(P1)) = /0.2. Thus CM(TrC(P1)∪TrC(P2)) = /0 and also CM(TrC(P1∪P2)) = /0.3. It follows that SM(P1∪P2) = /0, be
ause P1∪P2 ≡v TrC(P1∪P2).A 
ontradi
tion, sin
e SM(P1∪P2) = {{b}}. 2
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2. CLARK'S COMPLETION

➤ The pre
eding analysis shows that any faithful translation fromnormal programs into 
lauses is inherently non-modular.

➤ Thus there is no 
han
e of obtaining a transformation that wouldwork on a rule-by-rule basis (in analogy to TrN for 
lauses).

➤ Clark's 
ompletion pro
edure provides a non-modular translationof a normal program P into a propositional theory Comp(P).

➤ Although the translation Comp(·) is not always faithful, it 
an be
hara
terized in terms of supported models of normal programs.De�nition. Given a normal program P and an atom a ∈ Hb(P), let

DefP(a) denote the de�nition of a in P, i.e., the set of rules

a← B,∼C ∈ P having a as their head.
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Translating De�nitions of Atoms

De�nition. For a �nite normal program P, the theory Comp(P)in
ludes an equivalen
e a↔ ((B1∧¬C1)∨ . . .∨(Bn∧¬Cn)) for ea
hatom a ∈ Hb(P) and its de�nition

DefP(a) = {a← B1,∼C1. . . . . a← Bn,∼Cn. }.A number of observations about Comp(P) follow:1. Clark's 
ompletion is inherently non-modular be
ause, e.g.,
Comp({a← b. a←∼b. }) 6≡ Comp({a← b. })∪Comp({a←∼b. }).2. The respe
tive transformation is not faithful in general be
ause
SM(P) = { /0} and CM(Comp(P)) = { /0,{a}} for P = {a← a. }.3. The derivation of a CNF for Comp(P) is exponential in the worst
ase unless new atoms are introdu
ed as �names� for rule bodies.
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Supported Models

De�nition. For a normal program P, an interpretation M ⊆Hb(P) is asupported model of P if and only if M = TPM (M).Proposition. If M ⊆ Hb(P) is a supported model of a normal program
P and a ∈M, then there is a supporting rule a← B,∼C ∈ P su
h that

a is the head of the rule and M |= B∪∼C.Example. The normal program P = {a← b. b← a} has twosupported models M1 = /0 and M2 = {a,b} based on PM1 = P = PM2 .However, only M1 is stable, as1. LM(PM1) = LM(P) = /0 = M1 and2. LM(PM2) = LM(P) = /0 6= M2.
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Properties of Stable and Supported Models

Theorem. For a normal program P, it holds in general that

SM(P)⊆ SuppM(P) = CM(Comp(P)).Proposition. If a normal program P 
ontains only atomi
 rules of theform a←∼C, then SM(P) = SuppM(P) = CM(Comp(P)).

=⇒ The 
ompletion Comp(·) is faithful for atomi
 normal programs.

Example. Consider a normal program P = {a←∼b. b←∼a. } andits 
ompletion Comp(P) = {a↔¬b, b↔¬a}.A perfe
t mat
h of models results:

SM(P) = {{a},{b}}= CM(Comp(P)).
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3. LOOP FORMULAS

➤ Sin
e Comp(P) is faithful for 
ertain programs, the question iswhether it 
an be revised to be faithful for all normal programs.

➤ As suggested by pre
eding examples, the answer to this questiongoes ba
k to positively interdependent atoms in programs.De�nition. Given a normal program P, a loop L is a set of atoms

{a1, . . . ,an} ⊆Hb(P) su
h that a1≤1 . . .≤1an and an ≤1 a1 in DG+(P).On the basis of this de�nition, we observe that1. atoms in a loop L are mutually dependent in terms of ≤, and2. a loop L does not have to be maximal, i.e., an SCC of DG+(P).
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Supporting Rules

➤ A supported model M of P has a set of supporting rules

SuppR(P,M) = {a← B,∼C ∈ P |M |= B∪∼C}.

➤ A loop L for P must be similarly supported under stable modelsbut the support for L must be external to L.De�nition. Given a loop L of a normal program P, the set

ExtSupp(L,P) in
ludes B∧¬C for ea
h a ∈ L and ea
h externallysupporting rule a← B,∼C ∈ P su
h that B∩L = /0.De�nition. The disjun
tive loop formula LoopF(L,P) asso
iated witha loop L of a normal program P is

W

L→
W

ExtSupp(L,P)and LoopF(P) = {LoopF(L,P) | L 6= /0 is a loop of P}.
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Example

Consider the following normal logi
 program P:
a← b. b← a. c←∼d. d←∼c. a←∼c. b←∼d.1. Sin
e a≤1 b and b≤1 a are the only positive dependen
ies in

DG+(P), there is only one nonempty loop L = {a,b} for P.2. The set ExtSupp(L,P) = {¬c,¬d}.3. The respe
tive loop formula LoopF(L,P) is
a∨b→¬c∨¬d.Remark. If the last two rules of P were dropped, LoopF(L,P) would berevised to a∨b→⊥, whi
h indi
ates that LoopF(P) is non-modular.
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4. CHARACTERIZATION OF STABLE MODELSTheorem. Let P be a �nite normal logi
 program P and M ⊆ Hb(P)an interpretation. Then M ∈ SM(P) if and only if

M |= Comp(P)∪LoopF(P).

Example. For the program P from the pre
eding example, we have

Comp(P)∪LoopF(P) =

{a↔ b∨¬c, b↔ a∨¬d, c↔¬d, d↔¬c, a∨b→¬c∨¬d}whi
h has two 
lassi
al models M1 = {a,b,c} and M2 = {a,b,d}.Then SM(P) = {M1,M2} by the theorem above.
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Summary of Properties

➤ The translation TrCL(P) = Comp(P)∪LoopF(P) is faithful.

➤ It is 
learly non-modular be
ause both Comp(P) and LoopF(P)may depend on several rules of P.

➤ Unfortunately, the translation is also exponential in the worst 
ase.

➤ The last two re�e
t the di�eren
e between expressive powers ofnormal programs and propositional logi
 in a very 
on
rete way.Example. Consider, for instan
e, the number of loops for a program

Pn = {ai← a j. | 1≤ i, j ≤ n}.Any subset of Hb(Pn) = {a1, . . . ,an} is a loop!
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Computing Stable Models with SAT Solvers

➤ Despite the spa
e 
omplexity, the translation TrCL(P) 
an beexploited in the 
omputation of stable models in
rementally.

➤ This 
an be highly e�e
tive, e.g., if only one stable model is
omputed, or the existen
e of stable models is 
he
ked.

➤ A number of primitives are needed for an implementation:
Completion(P): Form the 
ompletion of P in 
lausal form.
Satisfy(C): Compute one model (as a set of literals) for C.
Consistent(M): Che
k the 
onsisten
y of M.
Stable(M,P): Che
k the stability of M with respe
t to P.
MaxLoop(M,P): Find a maximal unsupported loop L⊆M.
MakeLoopF(L,P): Form the loop formula for L in 
lausal form.
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The assat Algorithm

fun
tion AsSAT(P): boolean;var C: 
lause set; M: literal set; L: atom set;
C := Completion(P);

M := Satisfy(C);while Consistent(M) doif Stable(M,P) then return ⊤;
L := MaxLoop(M,P);

C := C∪MakeLoopF(L,P);
M := Satisfy(C);donereturn ⊥;Remark. If the stability test fails, we have LM(PN)⊂ N for

N = M∩Hb(P) whi
h implies the existen
e of a loop L⊆ N \LM(PN).
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5. TIGHT PROGRAMS

➤ There are sub
lasses of normal programs P for whi
h Comp(P)provides a su�
ient translation and no loop formulas are needed.De�nition. A normal logi
 program P is tight on an interpretation

M ⊆ Hb(P) if and only if there is a mapping λ : M→ N su
h that

λ(a) > λ(B) = max{λ(b) | b ∈ B} for every a← B ∈ PM with B⊆M.De�nition. A normal program P is tight if and only if it is tight onevery M ∈ CM(Comp(P)) = SuppM(P).Theorem. If a �nite normal logi
 program P is tight, then

SM(P) = CM(Comp(P)) = SuppM(P).Proof. Sin
e SM(P)⊆ SuppM(P) in general, it remains to prove

SuppM(P)⊆ SM(P) when P is tight. Consider any M ∈ SuppM(P).
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Proof ContinuedNow M = TPM (M) whi
h implies that LM(PM)⊆ TPM (M) = M. Weprove that a ∈M implies a ∈ LM(PM) by 
omplete indu
tion on λ(a).1. For the base 
ase, 
onsider any atom a ∈M having the minimumvalue n for λ(a). There must be a supporting rule a← B,∼C ∈ Psu
h that M |= B∪∼C, i.e., a← B ∈ PM and B⊆M. Be
ause P istight on M, λ(B) < λ(a) whi
h implies B = /0 be
ause λ(a) is theminimum. Thus a appears as a fa
t in PM so that a ∈ LM(PM).2. Then 
onsider any atom a ∈M for whi
h λ(a) > n. As above,there is a supporting rule su
h that a← B ∈ PM, B⊆M, and

n≤ λ(B) < λ(a) as P is tight on M. It follows by the indu
tivehypothesis that B⊆ LM(PM). Thus also a ∈ LM(PM).To 
on
lude, we have shown that M = LM(PM), i.e., M ∈ SM(P). 2
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Example

Consider the following program Pn and Gnd(Pn):

Edge(0,1). . . . Edge(n−1,n). Edge(n,0).

In(x,y)←∼Out(x,y), Edge(x,y). Out(x,y)←∼In(x,y), Edge(x,y).

F← In(0,1), . . . , In(n−1,n), In(n,0),∼F.

F←Out(x,y), Out(z,v),∼F, Edge(x,y), Edge(z,v), x 6= z.

Reach(x,y)← In(x,y), Edge(x,y). Node(x)← Edge(x,y).

Reach(x,y)← Reach(x,z), In(z,y), Node(x), Edge(z,y).When n = 2, for instan
e, one of the n+1 = 3 supported models is
M = {Edge(0,1),Edge(1,2),Edge(2,0),Out(0,1), In(1,2), In(2,0),

Node(0),Node(1),Node(2),Reach(1,2),Reach(2,0),Reach(1,0) }.The program Gnd(Pn) is tight on M�indi
ating that M is stable.
© 2007 TKK / TCS

AB

T-79.5102 / Autumn 2007 Relationship with propositional logi
 19

OBJECTIVES

➤ You understand the di�eren
e of normal logi
 programs andpropositional logi
 in terms of expressive power.
➤ You are able to de�ne desirable properties for translations:faithfulness, modularity, and polynomiality (even linearity).
➤ You know the two major sour
es of non-modularity in ASP:1. The de�nition of an atom DefP(a) may involve several rules.2. The de�nitions of mutually dependent atoms whi
h belong tothe same SCC S of DG+(P) should go together.

➤ You are aware of SAT solvers as potential sear
h engines for ASP.
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TIME TO PONDERThe translation

TrCL(P) = Comp(P)∪LoopF(P)from normal logi
 programs to propositional logi
 is faithful butexponential in the worst 
ase.

➤ Do you see any possibilities for polynomial transformation?

➤ Does the 
ase of smodels programs present any further di�
ultiesin view of a faithful translation?
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