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Le
ture 9: Equivalen
e Che
king

Outline1. Motivation2. Notions of equivalen
e3. Complexity analysis4. Translation-based veri�
ation5. Tool for equivalen
e testing6. Experimental results
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1. MOTIVATION

➤ The program development in ASP resembles that in 
onventionalprogramming languages: the �nal program solving a parti
ularproblem is obtained after a number of 
hanges to the �rst version.
➤ Sometimes the aim is to 
hange the set of answer sets whereassome steps aim at a better performan
e.

➤ A basi
 question is whether the di�erent versions of a programyield the same answer sets�
orresponding to solutions.
➤ Logi
 programs P and Q are 
onsidered to be (weakly) equivalent,denoted by P≡ Q, if and only if SM(P) = SM(Q).
➤ We are mainly interested in the veri�
ation of P≡ Q for programs

P and Q expressed in the input language of the smodels solver.
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The Language of Interest
➤ The 
urrent smodels solver supports internally four types ofpropositional rules:1. normal/basi
 rules a← b1, . . . ,bn,∼c1, . . . ,∼cm,2. 
ardinality rules a← l {b1, . . . ,bn,∼c1, . . . ,∼cm} with l ≥ 0,3. 
hoi
e rules {a1, . . . ,ah}← b1, . . . ,bn,∼c1, . . . ,∼cm, and4. weight rules

a← l [b1 = w1, . . . ,bn = wn,∼c1 = v1, . . . ,∼cm = vm]where weights l ≥ 0, w1 ≥ 0, . . . ,wn ≥ 0, and v1 ≥ 0, . . . ,vm ≥ 0.

➤ The front-end of the solver, lparse, supports an extended syntaxthat is translated into rules of the kinds listed above.
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Review of the Stable Model Semanti
sDe�nition. For an smodels program P and an interpretation

M ⊆ Hb(P), the redu
t PM 
ontains

➤ a normal rule a← b1, . . . ,bn ⇐⇒ there is a basi
 rule (1.) in Psu
h that M |= {∼c1, . . . ,∼cm}, or there is a 
hoi
e rule (3.) in Psu
h that a ∈ {a1, . . . ,ah}, M |= a, and M |= {∼c1, . . . ,∼cm}.

➤ a 
ardinality rule a← l′ {b1, . . . ,bn} ⇐⇒ there is a 
ardinality rule(2.) in P and l′ = max(0, l−|{∼ci |M |=∼ci}|),

➤ a weight rule a← l′ [b1 = w1, . . . ,bn = wn] ⇐⇒ there is a weightrule (4.) in P and l′ = max(0, l−∑M|=∼c j
v j).De�nition. An interpretation M ⊆ Hb(P) is a stable model of P

⇐⇒ M = LM(PM), i.e., the (unique) least model of PM.
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2. NOTIONS OF EQUIVALENCE

➤ The basi
 notions of equivalen
e that have been proposed for logi
programs are weak/ordinary equivalen
e and strong equivalen
e.

➤ The se
ond equivalen
e relation takes the potential 
ontexts ofprograms being 
ompared into a

ount.De�nition. smodels programs P and Q are (weakly) equivalent,denoted by P≡ Q, if and only if SM(P) = SM(Q).De�nition. smodels programs P and Q are strongly equivalent,denoted by P≡s Q, if and only if for all smodels programs R,

P∪R≡ Q∪R, i.e., SM(P∪R) = SM(Q∪R).Proposition. For all smodels programs P and Q, P≡s Q implies

P≡ Q, but not vi
e versa, and P∪R≡s Q∪R (
ongruen
e).
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Examples

Consider the weak/strong equivalen
e of following pairs of programs:

P Q P≡ Q? P≡s Q?

a← a. yes yes
a←∼b. a. yes no
a←∼b. b←∼a. {a,b}. no no
a← b,∼b. yes yes
a← b. a←∼b. a. yes no
a←∼a. a← b. b←∼a. yes noProvide a witnessing 
ontext R for the 
ases in whi
h P 6≡s Q holds!
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Chara
terization of Strong Equivalen
e
➤ Given an smodels program P, an SE-interpretation is a pair
〈N,M〉 of ordinary interpretations su
h that N ⊆M ⊆ Hb(P).

➤ An SE-interpretation 〈N,M〉 for P is an SE-model of P if and onlyif M |= P and N |= PM.Theorem. For smodels programs P and Q, it holds that P≡s Q if andonly if SE(P) = SE(Q), i.e., P and Q have the same SE-models.Example. Consider P = {a← b. a←∼b. } and Q = {a. } from theprevious slide. The fa
t that P 6≡s Q is witnessed by1. the 
ontext R = {b← a. }, and2. an SE-model 〈 /0,{a,b}〉 whi
h is not an SE-model of Q.Whi
h SE-interpretations are the other SE-models of P and Q?
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3. COMPLEXITY ANALYSIS

➤ The question is whether it is 
omputationally feasible to verify

P≡ Q (or P≡s Q) for two programs under 
onsideration.

➤ To ease 
omplexity analysis, we distinguish the respe
tiveimpli
ation problems for ≡ and ≡s as follows.De�nition.1. The language WIMPL is the set of pairs 〈P,Q〉 of �nite smodelsprograms su
h that SM(P)⊆ SM(Q).2. The language SIMPL is the set of pairs 〈P,Q〉 of �nite smodelsprograms su
h that SE(P)⊆ SE(Q).
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Complexity Analysis of WIMPL

Theorem. The 
omplement of WIMPL is in NP and

NP-hard/
omplete, i.e., WIMPL is coNP-
omplete.Proof. 1. It is possible to 
onstru
t an NTM whi
h(i) 
hooses a model 
andidate M ⊆ Hb(P) for P in 〈P,Q〉,(ii) 
omputes LM(PM) in time polynomial with respe
t to ||P||,(iii) reje
ts 〈P,Q〉 if M 6= LM(PM),(iv) 
omputes LM(QM) in time polynomial with respe
t to ||Q||, and(v) reje
ts 〈P,Q〉 if M = LM(PM) and a

epts it otherwise.2. For a �nite normal program P,

P ∈ STABLE ⇐⇒ R(P) = 〈P,{a←∼a. }〉 6∈WIMPL. 2
© 2007 TKK / TCS

AB

T-79.5102 / Autumn 2007 Equivalen
e Che
king 10

Membership of SIMPL

Theorem. The 
omplement of SIMPL is in NP and

NP-hard/
omplete, i.e., SIMPL is coNP-
omplete.Proof. It is possible to 
onstru
t an NTM whi
h(i) 
hooses an SE-interpretation 〈N,M〉 for P in the input 〈P,Q〉,(ii) reje
ts 〈P,Q〉 if M 6|= P or N 6|= PM,(iii) a

epts 〈P,Q〉 if M 6|= Q, or N 6|= QM, and reje
ts it otherwise.
➤ The 
he
ks M 6|= P, N 6|= PM, M 6|= Q, and N 6|= QM are feasible intime polynomial with respe
t to ||P||+ ||Q||.
➤ The NTM des
ribed above has an a

epting 
omputation on
〈P,Q〉 ⇐⇒ ∃〈N,M〉 ∈ SE(P) su
h that 〈N,M〉 6∈ SE(Q). 2
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Hardness of SIMPLTheorem. The 
omplement of SIMPL is NP-hard/
omplete, i.e.,
SIMPL is coNP-hard/
omplete.Proof. Consider a set of 
lauses S and a query atom c ∈Hb(S).1. An atom a ∈ Hb(S) is translated into R1(a) using f 6∈ Hb(S):

a←∼a,∼ f . a←∼a,∼ f . f ← a,a,∼ f .2. For a 
lause l1∨ . . .∨ln ∈ S, R2(l1∨ . . .∨l2) is the positive rule

h+(l1)← h−(l2), . . . ,h−(ln).where h+(a) = a, h+(¬a) = a, h−(a) = a, and h−(¬a) = a.Let us de�ne R(S,c) = 〈R1(Hb(S))∪R2(S),R1(Hb(S))∪R2(S)∪R2(c)〉.Then, for a �nite set of 
lauses S and a query atom c ∈ Hb(S):

S |= c ⇐⇒ R(S,c) ∈ SIMPL. 2
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De
iding Equivalen
e

De�nition.1. The language WEQ is the set of pairs 〈P,Q〉 of �nite smodelsprograms su
h that SM(P) = SM(Q).2. The language SEQ is the set of pairs 〈P,Q〉 of �nite smodelsprograms su
h that SE(P) = SE(Q).Theorem. Both WEQ and SEQ are coNP-
omplete.Proof. 1. WEQ is the interse
tion of two coNP-
omplete languages,

WIMPL and {〈Q,P〉 | 〈P,Q〉 ∈WIMPL}.2. The redu
tion R(P) = 〈P,{a←∼a. }〉 presented above applies:

P ∈ STABLE ⇐⇒ R(P) 6∈WEQ.The 
ase of SEQ is proved analogously. 2
© 2007 TKK / TCS
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3. TRANSLATION-BASED VERIFICATION

➤ The idea is to 
ombine two smodels programs P and Q into asingle program EQT(P,Q) having a stable model if and only if

∃M ∈ SM(P) su
h that M 6∈ SM(Q).

➤ The translation-based veri�
ation of P≡ Q 
ounts on

P≡ Q ⇐⇒ EQT(P,Q) and EQT(Q,P) have no stable models.

➤ It is assumed (without loss of generality) that Hb(P) = Hb(Q).

➤ A number of new atoms not appearing in Hb(P) are needed:1. an atom a⋆ for ea
h atom a ∈ Hb(Q) to represent QM withrespe
t to a potential 
ounter-example M, and2. atoms d and f for additional 
ontrol.
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Translation for Equivalen
e Che
king

De�nition. The translation EQT(P,Q) =

P∪Q⋆∪{d← a,∼a⋆
. d← a⋆

,∼a. | a ∈ Hb(Q)}∪{ f ←∼d,∼ f . }where Q⋆ 
ontains1. a⋆← b⋆

1, . . . ,b
⋆
n,∼c1, . . . ,∼cm for ea
h basi
 rule (1.) in Q,2. a⋆← l {b⋆

1, . . . ,b
⋆
n,∼c1, . . . ,∼cm} for ea
h 
ardinality rule (2.) in Q,3. a⋆

i ← b⋆

1, . . . ,b
⋆
n,ai,∼c1, . . . ,∼cm for ea
h 
hoi
e rule (3.) in Q andhead atom ai ∈ {a1, . . . ,ah}, and4. a⋆← l [b⋆

1 = w1, . . . ,b⋆
n = wn,∼c1 = vn+1, . . . ,∼cm = vm] for ea
hweight rule (4.) in Q.
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Observations about EQT(P,Q)

➤ The translation EQT(P,Q) is designed to 
apture pairs 〈P,Q〉 of
smodels programs su
h that 〈P,Q〉 6∈WIMPL.

➤ To this end, the parts of EQT(P,Q) play the following roles:1. The rules of P 
apture a stable model M ∈ SM(P).2. The rules of Q⋆ express LM(QM) using Hb(Q)⋆.3. Rules of the forms d← a,∼a⋆ and d← a⋆
,∼a 
he
k whether

M and LM(QM) di�er with respe
t to some a ∈ Hb(Q).4. The rule f ←∼d,∼ f ex
ludes 
ases where there is nodi�eren
e, i.e., M 6= LM(QM) is enfor
ed.Theorem. For any smodels programs P and Q, EQT(P,Q) has astable model ⇐⇒ ∃M ∈ SM(P) su
h that M 6∈ SM(Q).
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Example

➤ Let us 
he
k whether the following programs are equivalent:

P: {a,b}. Q: a←∼b.

a←∼a,∼b. b←∼a.

➤ The translation EQT(P,Q) 
onsists of

{a,b}. a←∼a,∼b. a⋆←∼b. b⋆←∼a.

d← a⋆
,∼a. d← b⋆

,∼b. d← a,∼a⋆. d← b,∼b⋆.

f ←∼d,∼ f .

➤ There is N = {a,b,d} ∈ SM(EQT(P,Q)) giving rise to a 
ountermodel M = N∩Hb(P) ∈ SM(P) so that P 6≡ Q.

➤ The redu
t EQT(P,Q)N = {a. b. d← a. d← b. }.


© 2007 TKK / TCS



AB

T-79.5102 / Autumn 2007 Equivalen
e Che
king 17

Using the Translation

Corollary. For any smodels programs P and Q,

P≡ Q ⇐⇒ SM(EQT(P,Q)) = /0 and SM(EQT(Q,P)) = /0.Some observations and remarks follow:

➤ Thus, in 
ase of a positive out
ome, the veri�
ation of P≡ Qinvolves a two-way failing sear
h for 
ounter-examples.

➤ smodels programs that 
ontain minimization statements are notdire
tly 
overed by the translation-based method.

➤ But if P and Q are free of optimization statements and P≡ Q,then they remain equivalent if extended by the same statements.
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5. TOOL FOR EQUIVALENCE TESTING

➤ There is a translator 
alled lpeq whi
h implements thetranslation-based veri�
ation method des
ribed above.

➤ lpeq has been designed to produ
e EQT(P,Q) for programs
reated by lparse. This may fail if too many atoms are hidden.
➤ The existen
e of potential 
ounter-examples for P≡ Q 
an be
he
ked using the smodels solver for the sear
h.

=⇒ No spe
ial-purpose sear
h engines need to be developed.
➤ The Linux binaries of lpeq and dlpeq are available at

http://www.tcs.hut.fi/Software/lpeq
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How to Use lpeq
➤ The weak equivalen
e of two smodels programs, �rst produ
edwith lparse, is 
he
ked by issuing the following 
ommands:

$ lparse p1.lp > p1.sm

$ lparse p2.lp > p2.sm

$ lpeq p1.sm p2.sm | smodels 1

$ lpeq p2.sm p1.sm | smodels 1

➤ It is also possible to verify 
lassi
al equivalen
e (option �ag -c)and strong equivalen
e (�ag -s) and in this order.

➤ Programs for tests involving 
lassi
al and strong equivalen
e mustbe produ
ed with lparse's 
ommand line option -dall.
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6. EXPERIMENTAL RESULTS

➤ The veri�
ation method based on the translation EQT(P,Q) hasbeen 
ompared with a 
ross-
he
king approa
h.

➤ In this naive approa
h, the in
lusion SM(P)⊆ SM(Q) is veri�edusing the following algorithm:fun
tion Naive(P,Q): boolean;var M: atom set;for M in SM(P)if M 6= LM(QM) then return ⊥;return ⊤;

➤ The smodels solver is used to enumerate stable models whereasthe stability 
he
k is done using a parti
ular tool (testsm).

➤ A two-way sear
h of 
ounter-examples was performed in any 
ase.
© 2007 TKK / TCS
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Equivalent Programs for the n-Queens Problem

➤ The �rst formulation Qn is due to Niemelä [1999℄.

➤ The se
ond formulation Q′n is a variant of Qn that uses 
hoi
erules and 
ardinality rules in addition to basi
 rules.

n stable tavg (s) tavg (s) 
hoi
es 
hoi
es |Qn |+ |EQT(Qn ,Q′n)|+models lpeq naive lpeq naive |Q′n | |EQT(Qn ,Q′n)|1 1 0.000 0.080 0 0 7 282 0 0.000 0.051 0 0 28 1303 0 0.003 0.051 0 0 124 3844 2 0.019 0.120 0 2 300 8845 10 0.042 0.454 5 18 600 17186 4 0.136 0.259 16 18 1058 29747 40 0.516 2.340 40 84 1708 47408 92 2.967 6.721 163 253 2584 71049 352 17.316 32.032 615 955 3720 1015410 724 99.866 90.694 2613 3127 5150 1397811 2680 617.579 451.410 11939 13662 6908 18664
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Random 3-SAT Instan
es

➤ In this experiment, random 3-SAT instan
es S are 
reated with a�xed 
lauses-to-variables ratio c
v = 4 (phase transition at 4.3).

➤ Instan
es are en
oded as logi
 programs P in terms of basi
 rules.
➤ The idea is to test P≡ P′ where P′ is a variant of P obtained bydropping one random rule from P.
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Observations

➤ In many 
ases, the number of 
hoi
e points and the time neededfor 
omputations is less than in the naive 
ross-
he
king approa
h.
➤ If programs being 
ompared are likely to have no/few stablemodels, then the naive approa
h be
omes superior.
➤ The use of hidden atoms tends to in
rease the 
omplexity ofequivalen
e 
he
king.Example. Consider the following smodels programs:

P: a←∼b. b←∼a. c←∼d. d←∼c.

Q: {a,c}.It is 
lear that P 6≡ Q but this is not the 
ase if b and d are hidden.
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OBJECTIVES

➤ You are familiar with two fundamental notions of equivalen
e thathave been proposed for 
lasses of programs used in ASP.

➤ You know the basi
 
omplexity results about verifyingweak/strong equivalen
e in the 
ase of normal/smodels programs.

➤ You understand the ar
hite
ture of translation-based equivalen
e
he
king and its potential over naive 
ross-
he
king of answer sets.

➤ You have tried to use lpeq in pra
ti
e to see whether twoprograms are equivalent�or di�er in an intended way.
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TIME TO PONDERIn this le
ture, we have assumed that basi
 rules have a head, i.e.,ea
h 
onstraint ← b1, . . . ,bn,∼c1, . . . ,cm must be expressed indire
tlyusing a new atom, say f , and a basi
 rule of the form

f ← b1, . . . ,bn,∼c1, . . . ,∼cm,∼ f .Consider an extension of smodels programs with 
onstraints of theform des
ribed above (without f ).

➤ Des
ribe 
hanges to the de�nition of stable models in order to
over 
onstraints.

➤ How about the translation-based veri�
ation method, i.e., inwhi
h way 
onstraints 
an be in
orporated into EQT(P,Q)?
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