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Leture 7: Complexity and Approximation

Outline1. Complexity onepts in brief2. Complexity results for ASP3. Ordinals and trans�nite indution4. Well-founded semantis

Additional referenes:C. Papadimitriou: �Computational Complexity �, 1994.T. Jeh: �Set Theory �, 1978.
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1. COMPLEXITY CONCEPTS IN BRIEF

➤ We shall use Turing mahines (TM) as models of omputation.

➤ A deterministi Turing mahine (DTM) M is a quadruple

〈K,Σ,δ,s〉 where1. K is a set of states that inludes the initial state s ∈ K,2. Σ is the �nite alphabet of M whih always ontains ⊔ and ⊲,the blank and �rst symbol, respetively, and3. δ is a transition funtion

δ : K×Σ→ (K∪{halt,yes,no})×Σ×{→,←,↓}where halt, yes, and no are halting, aepting, and rejetingstates, respetively, and →, ←, and ↓ express ursor moves.
➤ In a nondeterministi Turing mahine (NTM) M, δ is replaed bya transition relation for the domain and range in question.© 2007 TKK / TCS
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Deterministi Computation

Consider a deterministi Turing mahine M = 〈K,Σ,δ,s〉.
➤ States of omputation are desribed in terms of on�gurations
〈q,w,u〉 where q ∈ K is a state and w,u ∈ Σ∗ are strings.

➤ The initial on�guration of M is 〈s,⊲,x〉 where the string
x ∈ (Σ−{⊔})∗ or x = ⊔ is the input of M.

➤ The omputation of M on input x is a sequene of on�gurations

〈q0,w0,u0〉
M
→ . . .

M
→ 〈qk,wk,uk〉where q0 = s, w0 = ⊲, u0 = x, k > 0, and qk ∈ {halt,yes,no}.

➤ The re�exive transitive losure of M
→ is denoted by M∗

→.

➤ The mahine M aepts / rejets its input x i� qk = yes / qk = no.

© 2007 TKK / TCS
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Deiding Language Membership

➤ Given an input x, an NTM M may exhibit di�erent omputationsthat an be organized as a omputation tree:

〈s,⊲,0000〉

M∗ ւ . . . ց M∗

〈no,⊲1,000〉 . . . 〈yes,⊲0000,⊔〉

➤ An NTM M = 〈K,Σ,δ,s〉 deides a language, i.e., a set of strings

L⊆ (Σ\{⊔})∗, if and only if for all strings x ∈ (Σ\{⊔})∗,

x ∈ L ⇐⇒ 〈s,⊲,x〉
M∗
→ 〈yes,w,u〉 for some w and u.

➤ This de�nition overs DTMs as speial ases of NTMs.Example. The input 0000 is aepted by the rightmost omputation.

© 2007 TKK / TCS
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Deision Problems

➤ A deision problem is a problem whose instanes have a simplesolution: either an answer �yes� or �no�.

➤ Consider an instane of PRIMES: Is 561 a prime?

➤ A deision problem is solved using a DTM or an NTM1. by enoding problem instanes as strings, and2. by onstruting a mahine M whih deides the language Lorresponding to the �yes�-instanes of the problem.Example. The famous satis�ability problem of propositional logi isabout deiding whether the given sentene φ is satis�able or not.

=⇒ The problem an be identi�ed with the language of satis�ablesentenes�denoted by SAT.© 2007 TKK / TCS
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Fundamental Complexity Classes

➤ The omputational omplexity of deision problems an beanalyzed by setting resoure bounds on TMs that solve them.

➤ A TM M halts in polynomial time if and only if there is apolynomial p so that for any input x ∈ (Σ−{⊔})∗, anyomputation of M on x omprises at most p(|x|) on�gurations.
➤ The two fundamental time omplexity lasses are1. P: languages deidable in polynomial time using a DTM, and2. NP: languages deidable in polynomial time using an NTM.
➤ The lass P is a sublass of NP�and likely to be a proper one.Theorem. PRIMES and SAT belong to P and NP, respetively.

© 2007 TKK / TCS
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RedutionsDe�nition. Let L1 and L2 be two languages.The language L1 is reduible to L2 i� there is funtion R�omputableby a DTM M in polynomial time�suh that for all inputs x,
x ∈ L1 ⇐⇒ R(x) ∈ L2.Example. Consider a graph G = 〈N,E〉 where N and E ⊆ N×Nspeify its nodes and edges, respetively.The question whether G is 3-olorable (language 3COL) an beredued to propositional satis�ability using R(G) = R(〈N,E〉) =

{rn∨gn∨bn | n ∈ N}∪{¬rn∨¬rm, ¬gn∨¬gm, ¬bn∨¬bm | 〈n,m〉 ∈ E}.Proposition. For any �nite G, G ∈ 3COL if and only if R(G) ∈ SAT.

© 2007 TKK / TCS
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Completeness

➤ Consider any lass C of languages (suh as P or NP).

➤ The most demanding languages of C are distinguished as follows.De�nition. A language L�not neessarily ontained in C�is1. C-hard if and only if every language L′ ∈ C is reduible to L inpolynomial time, and2. C-omplete if and only if L ∈ C and L is C-hard.Theorem. SAT is NP-omplete (Cook, 1971).Remark. No general polynomial-time algorithm that would solve an

NP-omplete deision problem is known to date.

© 2007 TKK / TCS
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2. COMPLEXITY RESULTS FOR ASPA number of deision problems are of interest:1. Existene of a stable model:Given a normal logi program P, does P have a stable model?2. Brave reasoning with respet to stable models:Given a normal logi program P and an atom a ∈ Hb(P):Is there a stable model M ∈ SM(P) suh that a is true in M?3. Cautious reasoning with respet to stable models:Given a normal logi program P and an atom a ∈ Hb(P):Is a true in every stable model M ∈ SM(P)?

© 2007 TKK / TCS
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Existene of Stable ModelsDe�nition. The language STABLE is the set of �nite normalprograms P�represented as strings�suh that SM(P) 6= /0.Proposition. STABLE is in NP and NP-hard/omplete.Proof. 1. It is possible to onstrut an NTM M whih(i) hooses a model andidate M ⊆ Hb(P) for the input P,(ii) omputes LM(PM) in time polynomial with respet to ||P||, and(iii) aepts P if M = LM(PM) and rejets it otherwise.2. For a set S of lauses, let R(S) = { f ←∼A,∼B,∼ f . | A∨¬B ∈ S}

∪{a←∼a. a←∼a. | a ∈ Hb(S)} where shorthands A = {a1, . . . ,an},
B = {b1, . . . ,bm}, and B = {b | b ∈ B} are used.For a �nite set S of lauses, S ∈ SAT ⇐⇒ R(S) ∈ STABLE. 2© 2007 TKK / TCS
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Sketh for a Diret Completeness Proof
➤ Due to NP-ompleteness, any nondeterministi polynomial timeomputation an be redued to omputation of stable models.
➤ More spei�ally, one may onstrut for any NTM M, any string x,and any polynomial p, a normal program P(M,x, p) suh that

M aepts x in at most p(|x|) steps
⇐⇒ the program P(M,x, p) has a stable model.

➤ Suh a polynomial time redution P(M,x, p) desribes the e�etsof n = p(|x|) omputation steps in terms of1. the state of the tape (n ells) in the beginning,2. the possible state transitions of M, and3. the �nal ondition for an aepting omputation.© 2007 TKK / TCS
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Complexity of Brave Reasoning

De�nition. The language BRAVE onsists of pairs 〈P,a〉 suh that P isa �nite normal program, a ∈Hb(P), and a ∈M for some M ∈ SM(P).Proposition. BRAVE is in NP and NP-hard/omplete.Proof. 1. For a normal program P and an atom a ∈ Hb(P),

〈P,a〉 ∈ BRAVE ⇐⇒ R1(P,a) = P∪{ f ←∼a,∼ f . } ∈ STABLEwhere f 6∈ Hb(P) is new so that Hb(R1(P,a)) = Hb(P)∪{ f}.2. For a normal program P,

P ∈ STABLE ⇐⇒ R2(P) = 〈P∪{ f . }, f 〉 ∈ BRAVEwhere f 6∈ Hb(P) is new so that Hb(P∪{ f . }) = Hb(P)∪{ f}. 2

© 2007 TKK / TCS
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Complexity of Cautious Reasoning

De�nition. CAUTIOUS is the language of pairs 〈P,a〉 suh that P is a�nite normal program, a ∈ Hb(P), and a ∈M for every M ∈ SM(P).Proposition. The omplement of CAUTIOUS is in NP and and

NP-hard/omplete whih means that CAUTIOUS is coNP-omplete.Proof. 1. For a �nite normal program P and an atom a ∈ Hb(P),

〈P,a〉 6∈ CAUTIOUS ⇐⇒ R1(P,a) = P∪{ f ← a,∼ f . } ∈ STABLEwhere f 6∈ Hb(P) is new so that Hb(R1(P,a)) = Hb(P)∪{ f}.2. For a �nite normal program P,

P ∈ STABLE ⇐⇒ R2(P) = 〈P∪{ f ← f . }, f 〉 6∈ CAUTIOUSwhere f 6∈Hb(P) is new so that Hb(P∪{ f ← f . }) = Hb(P)∪{ f}. 2
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Complexity of smodels Programs

➤ The input language of the smodels solver is of interest.

➤ Analogous hardness results follow immediately from the fat thatnormal rules form a part of the input language.

➤ The translations presented so far do not provide a polynomial timeredution from smodels programs to normal programs.
➤ However, the membership of STABLE in NP an be proved as inthe ase of normal programs using a similar NTM.
➤ For BRAVE and the omplement of CAUTIOUS, the redutions

R1(P,a) presented for normal programs apply as suh.
➤ The language of lparse is of muh higher time omplexity.

© 2007 TKK / TCS
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3. ORDINALS AND TRANSFINITE INDUCTIONThe de�nition of ordinal numbers, or ordinals for short, will be basedon two properties of sets de�ned as follows:De�nition. A set S is transitive if and only if for every e ∈ S, e⊆ S.Example. For instane, the set S = { /0,{ /0},{ /0,{ /0}}} is transitivebeause it holds that /0⊆ S, { /0} ⊆ S, and { /0,{ /0}} ⊆ S.De�nition. A binary relation <⊆ S×S is a linear order < on S if andonly if < is irre�exive, transitive, and onneted, i.e., for every

e1,e2 ∈ S, e1 < e2, e1 = e2, or e2 > e1.De�nition. A set S is well-ordered by a linear order < if and only if forevery /0⊂ X ⊆ S, there is the least element x ∈ X with respet to <,i.e., for every e ∈ X , x≤ e.
© 2007 TKK / TCS
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Ordinal Numbers

➤ An ordinal number S is a transitive set well-ordered by ∈.

➤ Eah well-ordered set is isomorphi to some ordinal (or order type).

➤ The lass of all ordinals is well-ordered: α < β ⇐⇒ α ∈ β.

➤ If α and β are ordinals, then either α⊆ β or β⊆ α.

➤ The sum α+β of two ordinals α and β denotes the onatenationof the respetive well-orders.Example. Natural numbers orrespond to �nite ordinals:

0 7→ /0, 1 = 0+1 7→ { /0}, 2 = 1+1 7→ { /0,{ /0}}, . . .The set of all natural numbers orresponds to the least in�nite ordinal

ω = { /0,{ /0},{ /0,{ /0}},{ /0,{ /0},{ /0,{ /0}}}, . . .}.
© 2007 TKK / TCS
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Ordinals and CardinalsDe�nition.1. The suessor α+1 of an ordinal α is the ordinal α∪{α}.2. If α = β+1 for some ordinal β, then α is a suessor ordinal.3. An ordinal α whih is not a suessor ordinal is a limit ordinal.4. If |α| 6= |β| for every ordinal β < α, then α is a ardinal number.Examples.1. The �rst two limit ordinals are /0 and ω.2. 2+ω = ω are ω+2 are not isomorphi as well-ordered sets.3. The ordinals 2 = { /0,{ /0}} and ω are ardinals but ω+2 is not(|ω|= |ω+2|). © 2007 TKK / TCS
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The Priniple of Trans�nite Indution

➤ Let P(α) be some property de�ned for an ordinal α.

➤ Proving the property P(α) for all ordinals α using trans�niteindution onsists of the following tree steps:1. In the base ase α = 0, it is proved that P(0).2. Then P(α+1) is proved for all suessor ordinals α+1assuming that P(α) holds by the indutive hypothesis.3. Finally, P(β) is proved for all limit ordinals β using theindutive hypothesis that P(α) holds for all ordinals α < β.Remark. Trans�nite indution is the basi method for provingproperties of ordinals, or other objets indexed by ordinals.

© 2007 TKK / TCS
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4. WELL-FOUNDED SEMANTICS
➤ Sine reasoning with stable models is intratable in general, �ndingtehniques that approximate suh reasoning tasks is of interest.
➤ The well-founded semantis [Van Gelder et al., 1988℄ provides asound approximation of stable models.
➤ Eah normal program P is assigned a unique three-valued modelthat an be haraterized in terms of the operator ΓP.Example. Suppose M ⊆ Hb(P) is a set of atoms whih are known tobe true for sure (initially this set ould be /0). Then1. ΓP(M) = LM(PM) gives atoms that are potentially true, and2. Γ2

P(M) = ΓP(ΓP(M)) gives atoms that are true for sure, again.

© 2007 TKK / TCS
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Properties of the Approximation Operator Γ2
PThe following results are formulated for normal programs P.Proposition. The operator Γ2

P is monotoni.Proof. Consider any interpretations M1 ⊆M2 ⊆ Hb(P). Sine ΓP isantimonotoni, we obtain ΓP(M2)⊆ ΓP(M1) and Γ2
P(M1)⊆ Γ2

P(M2).

2Corollary. The operator Γ2
P has the least �xpoint lfp(Γ2

P).

Proposition. For all M ∈ SM(P), lfp(Γ2
P)⊆M ⊆ ΓP(lfp(Γ2

P)).Proof. Consider any M ∈ SM(P). Let M0 = /0, Mα+1 = Γ2
P(Mα) for allsuessor ordinals α+1 and Mβ =

S

α<β Mα for all limit ordinals β.Then Mα ⊆M ⊆ ΓP(Mα) follows by trans�nite indution for any α. 2

© 2007 TKK / TCS
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The Well-Founded Model

➤ The operator ΓP yields a lower and an upper bound for SM(P).

➤ The �xpoint lfp(Γ2
P) gives rise to a partial (three-valued) model,the well-founded model of P. Stable models are total (two-valued).

➤ In ontrast with lfp(TP), the �xpoint lfp(Γ2
P) might not bereahed with ω appliations of Γ2

P.De�nition. The well-founded model of a normal program P isharaterized by WFM(P) = lfp(Γ2
P)∪{∼a | a ∈ Hb(P)\ΓP(lfp(Γ2

P))}.Proposition. If WFM(P) is total, i.e., ΓP(lfp(Γ2
P))\ lfp(Γ2

P) = /0, itholds that SM(P) = {lfp(Γ2
P)}.Example. For the normal program P = {a←∼a,∼b. }, we have

ΓP( /0) = {a} and Γ2
P( /0) = /0. Thus WFM(P) = {∼b}.© 2007 TKK / TCS
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Example

Consider the normal program Q =

{ a1←∼a0. a2←∼a1. a3←∼a2.

b1← a3,∼b2. b2← a3,∼b1. }.The onstrution of lfp(Γ2
Q) proeeds as follows:1. ΓQ( /0) = {a1,a2,a3,b1,b2} and Γ2

Q( /0) = {a1}.2. ΓQ({a1}) = {a1,a3,b1,b2} and Γ2
Q({a1}) = {a1,a3}.3. ΓQ({a1,a3}) = {a1,a3,b1,b2} and Γ2

Q({a1,a3}) = {a1,a3}.Thus lfp(Γ2
Q) = {a1,a3} and WFM(Q) = {a1,a3,∼a0,∼a2} whihapproximates the two stable models in

SM(Q) = {{a1,a3,b1},{a1,a3,b2}}.© 2007 TKK / TCS

AB

T-79.5102 / Autumn 2007 Complexity and Approximation 23

Trans�nite CaseExample. Consider the in�nite normal program R = Gnd(P) for anormal program P involving variables and funtion symbols:
R = {ai+1←∼bi. bi←∼ai. | i≥ 0} ∪ {c← ai. | i≥ 0} ∪

{ei+1←∼c,∼di. di←∼c,∼ei | i≥ 0}.1. Γ2
R ↑ 0 = /0.2. Γ2
R ↑ i = {b j | 0≤ j < i}.3. Γ2
R ↑ ω = {b j | j ≥ 0}.4. Γ2
R ↑ ω+ i = {b j | j ≥ 0}∪{d j | 0≤ j < i}.5. Γ2
R ↑ ω+ω = {b j | j ≥ 0}∪{d j | j ≥ 0}= lfp(Γ2

R).Thus WFM(R) = {∼a j | j ≥ 0}∪{b j | j ≥ 0}∪{∼c}

∪{d | j ≥ 0}∪{∼e j | j ≥ 0}.© 2007 TKK / TCS
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Complexity of Well-Founded Reasoning

The e�ets of approximation beome also apparent in theomputational omplexities assoiated with the main reasoning tasks.

➤ Sine the existene of the well-founded model is guaranteed therespetive deision problem an be answered �yes� onstantly.

➤ Moreover, there is no distintion between brave and autiousreasoning beause the well-founded model is also unique.Proposition. BRAVE = CAUTIOUS is in P and P-hard/omplete.Proof. 1. It is possible to onstrut a DTM M whih (i) omputes

M = lfp(Γ2
P) for P and (ii) aepts the input 〈P,a〉 if and only if a ∈M.2. For a set of Horn lauses S, S ∈ SAT ⇐⇒ R(S) =

〈{a← B. | a∨¬B ∈ S}∪{ f ← B. | ¬B ∈C}, f 〉 ∈ CAUTIOUS. 2© 2007 TKK / TCS
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OBJECTIVES

➤ You are familiar with the basi onepts of omputationalomplexity theory (lasses P and NP, redutions, andompleteness).

➤ You know the omputational omplexity results assoiated withthe main reasoning tasks of ASP.

➤ You know the basis of ordinals and the di�erene of (ordinary)�nite indution and trans�nite indution.

➤ You are able to de�ne well-founded models for normal programand prove simple properties about them.

➤ You an alulate the well-founded model for simple normal logiprograms (by applying Γ2
P iteratively).

© 2007 TKK / TCS
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TIME TO PONDERReonsider the tehnique of enoding AI planning problems and howthe aepting omputations of an NTM M, time-wise bounded by apolynomial p, ould be desribed in terms of normal rules.

• What is the notion of a situation in the ontext of NTMs?
• Design a set of relation symbols for the desription of situations.
• What kind of operators an be identi�ed?

• How the length of a plan is determined?
© 2007 TKK / TCS


