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Abstract

Efficient authenticated group key establishment is therpgeirement
for having group-wide encrypted communications in wirglasl hoc net-
works. Clustering has brought scalability to ad hoc netwankmany ways,
now we look at its benefits to group key agreement. Severnalisok for au-
thenticated key establishment (AKE) in clustered ad howoeds are sur-
veyed. A new solution for clustered AKE is presented, ong ithéased
on AT-GDH and the broadcast group key protocol. This newqumlt is
found to be very efficient with a communication complexitgadoithmic to
the number of clusters.

1 Introduction

Constructing group wide keys in a large ad hoc network is aptmated task that
may be unachievable due to the dynamic nature of ad hoc netwSplitting the
problem to pieces, clustering the network, is a usual smitguggested for routing
already in [1]. Clusters are supposed to have more staldenigit connections
due to the greater amount of links between nodes in a samiclugherefore,
contributory group keys are easier to establish and maneigei clusters. On
the other hand, clusters are assumed to stay together |tragethe nodes do in
average, which makes inter-cluster key agreement moréxéenshus, clustering
may bring the necessary scalability into key establishrmeveery large networks.

In ad hoc networks, every pair of nodes cannot reach each wili@n one
hop. This issue of restricted topology, what H. Shi and M. Blecpll the neigh-
bors communication problean be solved with little help from graph theory. A
key agreement protocol (AT-GDH) using this method has beesgmted already
in [3] and an extension with clustering will be presentedhiis paper.

Rest of this paper is organized as follows. Section 2 explie concepts
of clustering and hierarchy, along with (non-clustereadyugr key agreement and
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some examples. Section 3 briefly describes the circumstasfcan ad hoc net-
work environment and their effect to the task. Section &tk lIsecurity require-
ments for a group key agreement, Section 4 goes through sastmg clustered

group key establishment methods and Section 5 presentgthelastered group
key agreement protocol. Section 6 concludes the paper atdrgs some lines
for future work.

2 Background

2.1 Clustering and hierarchical routing

A cluster is a collection of nodes (geometrically) closeetigr. Clusters can be
formed deliberately for a common cause or they can form aadion to a factor
that is common to the nodes. A cluster-head is a special moaeluster that acts
as a leader for the cluster, for the purposes of routing @ializing the cluster
formation, for example. Cluster-heads are not always sacgssome clustering
protocols do not use them at all.

A hierarchical structure in a network is composed of nestedgngs (clus-
terings) of nodes, forming a tree topology. Hierarchicalcures are often used
in routing. A route from a leaf node to another is formed via thutes between
their respective groups. One of the first papers describigrguchical routing (in
a fixed network) is Hierarchical routing for large networks; performance ewal
ation and optimizatiot[1], where optimal clustering structures are determined s
as to minimize the size of the routing tables. The price farigthe increase in the
average message path. However, bounds were found for thienonaxincrease
of path length, so that in the limit of a very large networkpenous table size re-
duction may be achieved with essentially no increase in ortyath length. The
performance of the proposed hierarchical routing systemevaluated in [4].

A two-tier ad hoc networkneans a hierarchical network consisting of only two
layers. In other words, the nodes are clustered in some widythee clusters can
have cluster-heads, but there are no nested clusteringstignnetworks are most
common hierarchical structures in the literature, as s¢Vayers of hierarchies
are expected to waste too many usable paths.

In order to arrange into clusters, the nodes need to run tecing algorithm.
Many algorithms need the knowledge of the whole network limgg while others
perform the computations knowing only the neighboring rsoaled their possible
cluster-memberships [5, 6].

Clustering algorithms differ in what types of clusters ti@wpduce. Many
clustering algorithms choose special nodes, clusterd)ehdt take care of the
cluster formation and later of the maintenance of the ctyste7, 8, 9, 10, 11].
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Some clustering algorithms form cliques, i.e., clustererehevery node is at a
one hop distance from every other node [12]. In Figure 1, o is clustered
into cliques. Some only require that the distance to theeitisead is one hop [9,
10, 11].

Figure 1: An example of clustering

The role of a cluster-head varies in different protocols.[18] the cluster-
heads are not used as routers, but merely for pointing tleetébn of the cluster.
In [6, 14, 11] the cluster-heads are only used in the clustanétion, but not
in routing. Gateways are border nodes that relay messagesdne cluster to
another. If clusters are allowed to overlap, a gateway lysba&longs to more
than one cluster.



The clusters are assumed to stay together longer than thes rmdin aver-
age. Clusters are supposed to have more stable interna¢ctiioms due to the
greater amount of links between nodes in a same cluster. \&lbsters form as
a result of some common background, they are likely to hava aflinternal
communications as well. However, when nodes are no longeallggmportant
in maintaining connectivity, a well-connected node (ausiead) may become a
single point of failure, a target for attacks aimed at cgttiown the cluster’s con-
nections to other clusters. Very deep hierarchies can eethecamount of routes,
which also leads to single weak points in the network.

More information on clusterings can be found, for exampig1b].

2.2 Group key agreement

The purpose of key establishment is to create a common key gooup of two
or more participants to be used for encryption and authatnic of their commu-
nications. For two participants, tiffie-Hellman key exchangs often the most
convenient choice. The multi-party case requires a gematan of a two-way
key exchange.

There aredistributory and contributorygroup key protocols. A contributory
protocol means that all participants take part in the keyegation and guaran-
tee for their part that the resulting key is fresh. Key diition, on the other
hand, means that the key is generated by one party and disdlilto the other
participants. This cannot be done without the help of a presty agreed-on se-
cret that is used in encrypting the new session key. Thersassamethod called
key pre-distribution, whereby the key is completely deteed by the previously
agreed-on initial key material.

An undirected graph istaee, if it does not contain any cycles and is connected,
i.e., atree is a minimally connected graph. A rooted tre¢asos one special node
that has no parents, the root. A rooted tree is a ternaryftadleof its branch nodes
have 3 or less children. A binary tree’s branches have 2 srdesdren.

2.3 Broadcast protocol

This protocol was presented by Burmester and Desmedt [16hsdumes that
every node is at a one hop distance from another. The prot®eaicomplished
with only two broadcasts per node.

G is a finite cyclic group and is a generator of.

1. Each noden; selects a random exponeniand broadcasts = ¢ 2. Each
nodem,; computes and broadcasts= (z;,1/2;_11)" 3. Each node computes the
session keyy; = 2" a al  mipno.

71—
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2.4 TGDH

TGDH [17] employs Diffie-Hellman key exchanges in binary keses. The de-
scribed structure of the results from the dynamic group Kegrations such as
join, leave, merge and partition. There is no initial keyesgnent protocol.

The key structure in TGDH is very general, it can be used toriles the key
structure of any bipartite group Diffie-Hellman key agreemehere the resulting
keys are used recursively as the new exponents. For exatin@legy structure of
the protocol Hypercube [18] is the same as that of TGDH wittiga¢ binary tree
where all leaves are at the bottom level.

The key structure of TGDH The nodes are denotdd v), which means the
v-th node at level in a tree. Each nodg, v) is associated with the ke, ., and
the blinded keyB K., = f(K,,) where the functiory() is modular exponen-
tiation in prime order groups, analogous to the Diffie-Helprotocol.« is the
exponentiation base,andq prime integers/; is thei-th group member.

The keys are computed recursively as follows:

Kuwy = (BKgg1041)) 2 mod p
= (BK{11,20) 012040 mod p
= affurr20Kapio0tn) mod p

= f(K<l+1,2v>K(l+1,2v+1>)

The resulting group secret isg o), the root’s key.

[19] extend TGDH (Tree-based Group Diffie-Hellman) protiomimprove
the computational efficiency by utilizing pairing-basegptography. They use
bilinear pairings in a ternary key tree which applies to amg-party and three-
party key agreement protocol.

2.5 AT-GDH

AT-GDH (Arbitrary Topology Generalization of Diffie-Hellem) employs a span-
ning tree. A spanning tree contains only the (one hop) lirdeduin initial key
agreement. This avoids the neighbors communication pmobées the Diffie-
Hellman key exchanges are done only with one-hop neighbbng. operations
propagate over the network along the spanning tree.

A spanning tree can be done in several ways, literature oticast tree con-
struction and network flooding contain applicable solusioBelow we will de-
scribe one possible protocol for constructing a spanniegwhere the node initi-
ating the protocol becomes the root. The key agreement agn bght after the
spanning tree is ready.



In the initial state it is assumed that the nodes know theghimrs and that
all links are two-way. The initiator sends a message to eads aeighbors. It
thereby becomes the root of the spanning tree and its neiglt@come its chil-
dren. After receiving a message, a node acknowledges it amdissa similar
message to all its neighbors, except to the parent. The nbdeacknowledge
a message from a node become its children in the tree. Whedeageis more
than one of these messages, it acknowledges and proce$géseomessage that
it receives first, and consequent messages are ignoredcditisues until every
node has received a message. A leaf is a node that does nekeracknowledg-
ments from any of its neighbors. The spanning tree has now ¢é@estructed and
all nodes know their parent and their children.

All leaf nodes (nodes with no children) start by selectingaadom secret
exponent and blind it and send the result to their respeptvents (See Figure 2)
After a node has received the blinded keys from all its cbiidithey select their
exponents and form Diffie-Hellman-type keys with their dnén repeatedly using
the resulting key as the new exponent. The nodes do not sesd Keys to the
children yet. The secret formed with the last child servabasiode’s new private
key, which the node blinds and sends to its parent. When #renp has received
similar messages from all its children, it can repeat theesaamputation. This
continues until the root has received all the blinded keyissafhildren. The root
repeats the same kind of computation as all the other pamatdésn The secret
key formed thus between the root and its last child (and &kiohodes) will be
the shared session key material for the entire network. énldkt phase of the
protocol, the blinded keys needed for extracting the graypdce propagated up
the tree from the parents to their children starting fromrti.
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Key Agreement Protocol for an Arbitrary Tree:

Initialisation: Let G be a finite cyclic group of ordeg, and
let « be a generator off. The participants are assumed to pick
their secret exponents randomly frdfp . It is also assumed that
there exists a bijectiop : G — Z,. Here the participants are
identified with their universal address in the tree.
Phase 1

Round 1 Forall nodest = y.i withc, =0

1. z selects a randorh, € Z,

2. x — vy abk

Rounds 2... h For all nodes: with ¢, # 0
1. x selects a random, € GG
2. x waits to receivex*=s forall j = 1,..., ¢,
3. z calculates:, = ¢(K(z,c,)) from

K(.T, O) = €y
K(z,j) = areseE@i=Dforj=1,... ¢,

4, x — y:aks

Phase 2

Roundsh +11l=1,...,h Forevery node.i on levell, v —
x.i. M, ;, where

Mx.i:<anaw( (w3 )),a ) ke G2 g c>

with M, being empty.
The resulting common key i& (e, c¢.) = k.

AT-GDH does not contain group key management mechanisnmetbenti-
cate the resulting key explicitly. AT-GDH can be used in aopreected network
topology with bidirectional links, because a spanning ttaa always be con-

structed in such a network.

The number of synchronous rounds AT-GDH needs to gather etidbdte
the blinded keys is twice the height of the tree. The heighheftree is usually
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logarithmic to the number of nodes in the network, dependinghe spanning
tree algorithm and the topology of the underlying netwonk.

€
kT \gm
gk?
1 2 3 4
Ki.1
g
/ gk3-1/ \ gk3.2
1.1 3.1 3.2

Figure 2: AT-GDH step 1.

3 The challenges of group key establishment in ad
hoc network environment

The limitations of ad-hoc network environment pose somstdralemands on
the group key establishment protocols. First, a global dicast is most probably
out of the question, that is, it is not probable that an aabjtmode will have
direct connections to all other participant nodes. But ane@ccasions, a local
broadcast from a node to its neighbors is feasible. Also,xemftopology, such
as a ring or a star can be assumed. Consequently, protocolising a specific
topology either cannot be used at all or become inefficient.

In other words, every pair of nodes cannot reach each othtbimaone hop.
The issue, what H. Shi and M. He célle neighbors communication problexan
be solved with the help of graph theory. A method has beerepted already
in [3] and a revision of it will be presented later in this pape

The lack of infrastructure means that there are initiallghiad parties that can
be trusted to calculate a random key safely and to distribuéelack of common
history implies the lack of previously agreed shared sscret
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3.1 Requirements for group key establishment

In the context of group key exchange, implicit key authattan means that a
principal can be sure that no-one outside the group can tearkey without the
help of a dishonest participant. Key confirmation meansdfiat the key has been
established, the participants are assured that all legti@iparticipants do share the
same key. As this would require many all-to-all messagesg;iwimay not even be
possible in a sparse connection ad-hoc network, achiewpgdanfirmation is not
practical. Explicit Key Authentication means that both liopkey authentication
and key confirmation hold, i.e., all legitimate participaikhow the key and no
outsiders do.

An active adversary should not be able to mislead honesicipamts as to
the final outcome. A compromise of past session keys shouldlloov a passive
adversary to find out future session keys and should not athgpersonation by an
active adversary in the future. Independence of long terthsénort term secrets
is important when there is an additional long term secresgnt for example,
private keys of a public-key algorithm or passwords usedithentication.

4 Existing AKE schemes for clustered ad hoc net-
works

Clusters, other groups and the whole network may have need®mmon ses-
sion keys for efficient encrypted communication inside thaug, for example,
to securely broadcast a message. Group key systems aré fasethis too: a
common symmetric key can be used in encrypting a messagd foeatl nodes
inside a group.

A generic model for key establishment in clustered ad howowds works
along these lines: First, nodes form clusters with someeiungy method. Then
a key-tree is formed from the clusters, sometimes the trends inside clusters,
sometimes the clusters are considered as single vertites tree. After this, the
initial key agreement begins. Usually keys are establishaedbgraphs first, and
then combined for a whole group wide key. The Diffie-Hellmaay kexchange
(bipartite or tripartite) is typically used recursivelyabasis for the group keying.
A group key is constructed so that every node can calculatgng its own secret
and the blinded secrets of others, or combinations of thareoine scenarios the
messages are signed and key confirmation messages are rsanthfentication
purposes.

Rhee et al. [20] present an architecture for key managemelierarchical
mobile ad hoc networks. They use implicitly certified puldays (ICPK) [21], an
ID-based public key scheme where the public key of eachqyaatnt is derived
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from its identity. It provides computationally efficient piicit authentication. A

key confirmation message added to the key agreement protaias the proto-
col explicitly authenticated. A two layered hierarchy i@smpted by a physically
two-layered network, ground nodes and unmanned aeriatheshiThe layers use
different key management methods, the clusters of nodesvhede a centralized
system, while the aerial vehicles use TGDH. The centralgetem inside clus-
ters is not contributory.

Another hierarchical key agreement is proposed in [22].sThia multilevel
hierarchy, where a node can have several cluster keys acgdadithe cluster and
its superclusters it belongs to. However, it is not compyetentributory. Keys
are agreed among cluster-heads on the same level and thehudesl to their
respective clusters.

Hybrid key management [23] propose a clustered key eshabégat, where
each cluster selects a cluster-head that makes a key agreeitteother cluster-
heads. After that, the cluster-head distributes the keheactuster. Thus, other
nodes in the cluster do not contribute to the key. Clustesngade according to
the geometric locations of the nodes. The key agreementagsetle any group
key agreement protocol, for example GDH [24].

A cluster-tree-based group key agreement ACEKA is pregent]. ACEKA
uses ternary trees with the Joux tripartite Diffie-Hellmagy kagreement [25].
There is a virtual backbone and virtual nodes in additiohéxéal nodes. ACEKA
uses cluster-heads and “sponsors” for management. Authgah by signing ev-
ery message using ID-based cryptography, with a variamedEtGamal signature
scheme.

5 Clustered AT-GDH

First, the network is divided into clusters with a clustgrimechanism that creates
very stable clusters. Nodes in a cluster are at a one hopdesteom each other,
i.e., cliques. In this kind of a cluster, the most efficienbup key agreement
protocol is the broadcast protocol by Burmester and Desmrquitined before.
It takes only two rounds of broadcasts, after which each raahecalculate the
common group key from its own secret exponent and the blistades of others.

When every cluster has a common secret key, the clusters agmeup key by
AT-GDH protocol. Cluster-head can represent its cluster ase the cluster key
as its secret exponent. After the AT-GDH protocol run, dusteads distribute
the needed key parts also in their cluster, so that othersncalealso calculate the
network wide group key. The structure of the resulting @ustee is presented in
Figure 3.

Now that cluster-heads are not necessarily at a one homdesfaom each
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other, the messages need to be relayed. The gateways gethgimessages are
members of a cluster, and know the cluster secret alreadyetr, it affects the
communication complexity by adding extra links to the path.

Cco

C5
C1

2 c3 C4

C412

Figure 3: Clustered AT-GDH

5.1 Efficiency

This clustered group key agreement is efficient, because hnections can
easily create large cliques. Every cligue forms a group ketwo rounds, i.e.,
constant amount of rounds. The amount of AT-GDH synchromousds is now
logarithmic to the number of clusters. In the end, cluseads broadcast the key
parts in one round. The resulting communication complegitggarithmic to the
number of clusters.

5.2 Authentication

Previously group key agreements, like the authenticatet GBGDH, relied

much on the implicit key authentication. The group key cahbeconstructed
without the secret share of one of the participants. How@&eneira and Quisquater [26]
showed that it is impossible to design a scalable authéatogroup key agree-
ment protocol on the same building blocks as A-GDH. Henceralathentication
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methods are needed. Authentication with ID-based crypich as the ICPK pub-
lic keys with key confirmation messages could be used herliéjsamdependent
of the group key establishment method used.

6 Conclusions and future work

Clustering is a versatile solution in ad hoc networks, itsdfiés can be seen in
routing and other operations requiring efficient gatheang propagation of in-

formation among the network. It was seen here that clugferam also help in

creating a symmetric group key for fast encrypted commuivioa. Some ex-

isting solutions for clustered group key establishmentensrveyed and a new
protocol was proposed. The cluster-based extension of BIHGombined to the

broadcast group key protocol turned out to be very efficitietnumber of rounds
was found to be logarithmic to the number of clusters.

Clustered AT-GDH could be more efficient with tripartite keychange real-
ized with bilinear pairings as in [19]. The form of the treelarhusters also affects
the efficiency of the group key establishment. However tbisds more research.

In an ad hoc network where nodes are mobile, a mere group kalylisbment
is not always enough. The group key needs maintenance. &ttleakey should
be updated when nodes join or leave the network, to pres&ventributory
property. Neither AT-GDH or the clustered extension preubkere have group
key maintenance which is outside the scope of this paperednfbt future work.
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