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1. The de
ision tree for the given data set is 
onstru
ted iteratively by addingone attribute test at a time. An information theoreti
 
riterion is used tosele
t the best attribute at ea
h step: The attribute A that provides us thehighest expe
ted amount of information is sele
ted. Given probabilities

P (v1), . . . , P (vn) for the possible values v1, . . . , vn of an attribute A theinformation 
ontent of the a
tual answer (A = vi) is 
al
ulated as follows:
I(P (v1), . . . , P (vn)) =

n∑

i=1

−P (vi) log2 P (vi).In the given sample, the obje
ts x1, x2, x6, and x7 are birds while x3, x4,
x5, x8, and x9 are not. Thus, the initial information 
ontent is:
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≈ 0.991.Next, we go through all attributes to �nd out whi
h gives us the best
hoi
e, i.e., is expe
ted to maximise the information gain. The informationgain for an attribute A is de�ned as follows:Gain(A) = I(

p

p + n
,
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) − Remainder(A).The �rst term, I( p

p+n
, n

p+n
) is the initial information 
ontent and these
ond represents the remaining information 
ontent when the value of Ais known. Sin
e the goal is to maximise gain and the initial information isindependent of the attribute under 
onsideration, the goal is a
hieved by
hoosing the attribute with the smallest remainder. The �rst variable is

Flies and when we examine the sample data we noti
e that two birds (x1and x2) �y and two (x6, x7) do not. Of the rest, only x4 and x5 �y. ThusRemainder(Flies) =
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) ≈ 0.984.Here the left term a

ounts for the 
ase of �ying animals, and the rightone the 
ase of non-�ying ones. We noti
e that knowing the value of theattribute Flies is not expe
ted to help us mu
h. On the other hand, thenumber of legs forms a mu
h better 
hoi
e, sin
e all birds are two-legged:Remainder(Legs) =
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I(0, 1) ≈ 0.401.When we 
ompute remainders for the other attributes, we learn that Legsis the best 
hoi
e for the root of the de
ision tree. For the sake of 
om-pleteness, the expe
ted gain of information from the attribute Legs isGain(Legs) = I(

4

9
,
5
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) − Remainder(Legs) = 0.991− 0.401 = 0.590For the moment, our de
ision tree looks like this:

Legs

0 2 4 6
| | | |No ? No No



Next we try to �nd the best attribute for the node marked with �?�. Forthe attribute Flies , the remaining examples are divided so that x1, x2,and x5 �y, while x6 and x7 do not. Thus we haveRemainder(Flies) =
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I(1, 0) ≈ 0.551.It turns out that Flies is not the best attribute: By knowing the value of

Flies , birds 
an be 
ompletely separated from other animals so thatRemainder(Fur) =
1

5
I(0, 1) +

4

5
I(1, 0) = 0.By these steps, we have obtained a de
ision tree that makes 
orre
t 
las-si�
ations for the given data set:

Legs

0 2 4 6
| | | |No

FurNo Yes
| |Yes No No No

The main problem with learning de
ision trees is that they are only asgood as the sample data. If the sample data is not 
omplete enough,the tree may give 
ompletely wrong answers. Also, if there is too mu
hdata and too many variables, the algorithm 
an �nd 
orrelations that area
tually only statisti
al oddities.The tree above has too little sample data. Sin
e a human has two legsand no fur, the tree 
lassi�es a person as a bird.2. When learning a de
ision tree, it is often su�
ient to 
he
k the 
lassi�
a-tion of examples for ea
h attribute in turn and exa
t gain values need notbe 
omputed (ex
ept to ex
lude doubts in borderline 
ases).(a) Let us 
he
k how 
andidates get 
lassi�ed by di�erent attributes:Language pro�
ien
yEnglish German Fren
h+1,+4 +3 +6-2,-5Programming skillsYes No+1,+3,+6 +4-2, -5 Working experien
eYes No+3,+4 +1,+6-2 -5Edu
ationM.S
.Te
h. M.S
.E
on. Mer
hant Engineer+1,+4,+6 +3-2 -5Thus Education seems to be the best attribute. In fa
t, all examplesare 
orre
tly 
lassi�ed. The following de
ision tree results:Edu
ationM.S
.Te
h. M.S
.E
on. Mer
hant Engineer
| | | |Yes No No Yes



Given the fa
t that employees are hired for an IT 
ompany, it isslightly surprising that programming skills are not a
knowledged.(b) Next we 
ompute remainder and gain (in bits) for the attribute:
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≈ 0.252(bits).(
) Let us then test the de
ision tree obtained above:Edu
ation De
ision tree Classi�
ation Result7 Mer
hant No T Wrong8 M.S
.Te
h. Yes F Wrong9 M.S
.Te
h. Yes T Corre
t10 M.S
.E
on. No F Corre
tOnly 50 per
ent of examples are 
lassi�ed 
orre
tly by the de
isiontree. It seems that the 
lassi�
ation mer
hants and M.S
.Te
h.sshould be re�ned. Let us revise the tree using all examples:Language pro�
ien
yEnglish German Fren
h+1,+4,+7,+9 +3 +6-2,-5 -8 -10Programming skillsYes No+1,+3,+6,+9 +4,+7-10 -2,-5,-8 Working experien
eYes No+3,+4,+8,+9 +1,+6-2 -5,-8,-10Edu
ationM.S
.Te
h. M.S
.E
on. Mer
hant Engineer+1,+4,+6,+9 +7 +3-8 -2,-10 -5Edu
ation is still the best attribute. The 
lassi�
ation of Masters ofS
ien
e in Te
hnology is re�ned as follows:Language pro�
ien
yEnglish German Fren
h+1,+4,+9 +6-8Programming skillsYes No+1,+6,+9 +4-8 Working experien
eYes No+4,+9 +1,+6-8Out of these attributes, language pro�
ien
y is already su�
ient for
omplete 
lassi�
ation. An analysis of mer
hants follows:



Language pro�
ien
yEnglish German Fren
h+7-5Programming skillsYes No+7-5 Working experien
eYes No+7 -5The resulting de
ision tree is given in Figure 1.

Edu
ationM.S
.Te
h. M.S
.E
on. Mer
hant Engineer
| | | |Language pro�
ien
yEnglish German Fren
h

| | |Yes No Yes No Working experien
eYes No
| |Yes No Yes

Figure 1: The de
ision tree obtained for all examples


