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1. Given an ordinary reward fun
tion R(s) over states, the transition prob-ability table T (s, a, s′), and the dis
ount fa
tor γ, the Bellman equationgives utilities for individual states:

U(s) = R(s) + γ max
a

∑

s′

T (s, a, s′)U(s′). (1)(a) To use a reward fun
tion R(s, a) that depends also on the a
tiontaken, we have to push the reward inside maximisation:
U(s) = max

a

(R(s, a) + γ
∑

s′

T (s, a, s′)U(s′)). (2)Further reorganisation is required, if a reward fun
tion R(s, a, s′) thatdepends also on the out
ome state is introdu
ed:
U(s) = max

a

∑

s′

T (s, a, s′)(R(s, a, s′) + γU(s′)). (3)In parti
ular, note that rewards are not subje
t to dis
ounting.(b) The question is how (??) 
an be viewed as a spe
ial 
ase of (??).This is a
hieved by a reward fun
tion
R′(s, a) =

∑

s′

T (s, a, s′)R(s, a, s′) (4)whi
h is obtained from R(s, a, s′) by weighting individual rewardswith the respe
tive transition probabilities.(
) The reward R′(s) for a parti
ular state depends on the a
tion takenin that state, i.e., R′(s) = R(s, α) where
α = arg max

a

(R(s, a) + γ
∑

s′

T (s, a, s′)U(s′)). (5)2. There are no real a
tions involved in the problem statement: the ownermerely per
eives 
hanges in the state of the environment indire
tly byobserving draught inside or the alarm. Thus we do not need POMDPs tomodel this domain but predi
tion te
hniques from Chapter 15 su�
e.The update of the 
urrent set of beliefs 
onsists of two steps:
• In the estimation step the 
urrent set of beliefs, i.e., the distribution

B(Xt), is used to estimate the state of the world at the next timestep t + 1. This probability distribution is
B′(Xt+1) =

∑

xt

P(Xt+1 | xt)B(xt)where P(Xt+1 | Xt) gives the transition model.
• In the assessment step, the observations of the time step t + 1, i.e.,

et+1 is taken into a

ount. They are in
orporated to B′(Xt+1) usingBayesian updating:
B(Xt+1) = αP(et+1 | Xt+1)B

′(Xt+1)where α s
ales probabilities so that they sum up to 1.



The transition probabilities given in the problem statement 
an be ni
elyrepresented in a tabular form:
ft+1 ¬ft+1

ft 0.6 0.4
¬ft 0.1 0.9 kt+1 ¬kt+1

kt 0.6 0.4
¬kt 0.3 0.7For the sake of simpli
ity, we assume that F and K are independent,i.e., Ft+1 depends on Ft and Kt+1 depends on Kt (in the respe
tive BNrepresentation, we would have arrows Ft −→ Ft+1 and Kt −→ Kt+1).We �rst estimate the state of the system at time t = 1 given the probabilitydistribution for t = 0, i.e., B(f0) = 0.1 and B(k0) = 0.3:

B′(f1) = P (f1 | ¬f0)B(¬f0) + P (f1 | f0)B(f0)
= 0.1 · 0.9 + 0.6 · 0.1 = 0.15

B′(¬f1) = P (¬f1 | ¬f0)B(¬f0) + P (¬f1 | f0)B(f0)
= 0.85 = 1 − B′(f1)

B′(k1) = P (k1 | ¬k0)B(¬k0) + P (k1 | k0)B(k0)
= 0.39

B′(¬k1) = P (¬k1 | ¬k0)B(¬k0) + P (¬k1 | k0)B(k0)
= 0.61 = 1 − B′(k1)Then at t = 1 the 
at owner observes that both doors are open � 
orre-sponding to eviden
e w1 ∧ a1. Next we 
ompute how probable it is thatthe front door is open at t = 1 given the owner's observation w1:
B(f1) = αf1P (w1 | f1)B

′(f1)
= αf1 · 0.9 · 0.15 = 0.135αf1

B(¬f1) = αf1P (w1 | ¬f1)B
′(¬f1)

= αf1 · 0.1 · 0.85 = 0.085αf1The normalisation 
onstant is αf1 
an be 
omputed from the equation
αf1 = 1

0.135+0.085
≈ 4.54.In this way, we obtain beliefs B(f1) ≈ 0.61 and B(¬f1) ≈ 0.39 and weperform analogous 
al
ulations for the kit
hen door:

B(k1) = αk1
P (a1 | k1)B

′(k1)
= 0.27 · αk1

B(¬k1) = αk1
P (a1 | ¬k1)B

′(¬k1)
= 0.06 · αk1

αk1
= 1

0.27+0.06
≈ 3.03

B(k1) ≈ 0.82
B(¬k1) ≈ 0.18This 
on
ludes the determination of beliefs for t = 1. Now we use exa
tlythe same pro
edure to 
ompute the beliefs at t = 2 when the 
at ownerobserves no draught nor alarm (i.e., pie
es of eviden
e ¬w2 and ¬a2):

B′(f2) = P (f2 | f1)B(f1) + P (f2 | ¬f1)B(¬f1)
= 0.6 · 0.61 + 0.39 · 0.1 ≈ 0.41

B′(¬f2) ≈ 0.59
B(f2) = αf2P (¬w2 | f2)B

′(f2)
= 0.04αf2

B(¬f2) = αf2P (¬w2 | ¬f2)B
′(¬f2)

= 0.53αf2



To perform normalisation, we 
al
ulate αf2 = 1

0.04+0.53
whi
h yields prob-ability values B(f2) ≈ 0.07 and B(¬f2) ≈ 0.93. For k2, we get

B′(k2) = P (k2 | k1)B(k1) + P (k2 | ¬k1)B(¬k1)
≈ 0.55

B′(¬k2) ≈ 0.45
B(k2) = αk2

P (¬w2 | k2)B
′(k2)

= 0.16αk2

B(¬k2) = αk2
P (¬w2 | ¬k2)B

′(¬k2)
= 0.41αk2Thus αk2

= 1

0.16+0.41
, B(k2) ≈ 0.28, and B(¬k2) ≈ 0.72. To answerthe question given in the problem statement, we should determine theprobability that at least one of the doors is 
losed at t = 2:

B(¬(f2 ∧ k2)) = 1 − B(k2)B(f2) = 1 − 0.0196 ≈ 0.98.


