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1. (a) We start by abstra
ting temperatures so that there are only twopossible values high and normal (i.e., not high). These values are
aptured by the Boolean variable T below: if T = true, then thetemperature is too high, and if T = false, the temperature is normal.We use the following nodes (random variables) in the network:

• FA � The alarm is faulty.
• T � The temperature of the 
ore is too high.
• FG � The gauge is faulty.
• G � The gauge shows a high temperature.
• A � The alarm goes o�.Ea
h variable is a Boolean one, i.e., takes T or F as its value. Thedependen
ies des
ribed in the exer
ise text lead us to 
onstru
t thefollowing Bayesian network as a model of the domain:
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A(b) The network is not a polytree, sin
e there are two di�erent pathsfrom variable T to variable G.(
) See (a) for the abstra
tion of temperatures, i.e., the values of variable
T . The CPT asso
iated with G is the following:

T FG P (G) P (¬G)
T T y 1 − y
T F x 1 − x
F T 1 − y y
F F 1 − x x(d) The CPT asso
iated with A is given below:
G FA P (A) P (¬A)
T T 0 1
T F 1 0
F T 0 1
F F 0 1Thus we may 
on
lude that there is a logi
al relationship among thethree variables involved: A ↔ G ∧ ¬FA.



(e) The distribution P(T | ¬fA,¬fG, a) 
an be determined for instan
eas follows:
P(T | a,¬fA,¬fG)

= P(T | a,¬fA, g,¬fG) {a ↔ g ∧ ¬fA,¬fA, a} |= g

= P(T | g,¬fG) Cond. Ind. mb(T ) = {FG,G}

= αP(g,¬fG | T )P(T ) Bayes & Normalization
= αP(g,¬fG, T ) Cond. prob.
= αP(g | ¬fG, T )P(¬fG | T )P(T ). Network semanti
sFrom this we obtain an expression for P (t | a,¬fA,¬fG) by normal-ization, i.e., 1/α is the sum of the two probability expressions:

P (g | ¬fG, t)P (¬fG | t)P (t)

P (g | ¬fG, t)P (¬fG | t)P (t) + P (g | ¬fG,¬t)P (¬fG | ¬t)P (¬t)whi
h 
ould also be rewritten as
1

1 + P (g|¬fG,¬t)P (¬fG|¬t)P (¬t)
P (g|¬fG,t)P (¬fG|t)P (t)

.If we substitute the known known probability values from the CPTsgiven above and extend the resulting fra
tion by x, we obtain
x

x + (1 − x)P (¬fG|¬t)P (¬t)
P (¬fG|t)P (t)

.


