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1. Consider the query P(Rain | Sprinkler = true,WetGrass = true) for thenetwork given below and how MCMC 
an answer it.(a) How many states does the Markov 
hain have?(b) Cal
ulate the transition matrix Q 
ontaining q(x → x

′) for all states
x and x

′.(
) What does the square of the transition matrix Q2 represent?(d) What about Qn as n → ∞.
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(R&N, Exer
ise 14.11.ab
d)2. A �re station has one �re tru
k. Upon an emergen
y 
all, the tru
k goesout to �ght �re and then returns to the station.(a) Design a hidden Markov model (HMM) with two states fs (the tru
kis at the �re station) and ¬fs to des
ribe the behaviour of this system.Choose transition probabilities to re�e
t the following properties ofthe domain.� On the average, there is an alert on
e in twelve hours.� The expe
ted duration for one �re mission is 3 hours.Use one hour time sli
es in your model.(b) Write down the 
orresponding transition matrix Q for the HMM aswell as the transition model
P(FS t+1 | FS t)using a Boolean random variable FS .(
) Use the model to determine how many hours a day the tru
k spendsat the �re station in the long run?(d) Given a parametrised prior distribution P(FS 0) = 〈r, 1 − r〉, derivean exa
t expression for the distribution P(FS t) as a fun
tion of tusing the transition model and predi
tion.(e) Does P(FS t) 
onverge as t approa
hes to in�nity?


