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LOGICAL LEARNINGOutline

➤ Logi
al Formulation of Learning

➤ Current-Best-Hypothesis Sear
h

➤ Least-Commitment Sear
hBased on the textbook by Stuart Russell & Peter Norvig:Arti�
ial Intelligen
e, A Modern Approa
h (2nd Edition)Se
tion 19.1
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1. LOGICAL FORMULATION OF LEARNING

➤ Indu
tive learning was previously de�ned as a pro
ess of sear
hingfor a hypothesis that agrees with the observed examples.

➤ For now we 
on
entrate on the 
ase where hypotheses, examples,
lassi�
ations are represented in terms of logi
al senten
es.
➤ This form of learning is more general and 
omplex 
ompared tolearning de
ision trees or de
ision lists.

➤ This approa
h allows for in
remental 
onstru
tion of hypotheses,one senten
e at a time�allowing for prior knowledge, too.
➤ The full power of logi
al inferen
e 
an be utilized in learning.
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Examples and Hypotheses
➤ In the logi
al representation, attributes be
ome unary predi
ates.
➤ The ith example is denoted by Xi and its des
ription by Di(Xi).
➤ The generi
 notations Q(Xi) and ¬Q(Xi) are used for positive andnegative examples, respe
tively.
➤ The 
omplete training set 
orresponds to the 
onjun
tion of therespe
tive des
ription and 
lassi�
ation senten
es.Example. The �rst example in the restaurant domain is des
ribed bythe following logi
al senten
e:

Alternate(X1)∧¬Bar(X1)∧¬Fri/Sat(X1)∧Hungry(X1)∧ . . .The 
lassi�
ation of X1 is given by WillWait(X1).
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Restaurant Domain Revisited

➤ Re
all the 12 examples generated from Mr. Russell's de
ision tree:

Example
Attributes Goal

Alt Bar Fri Hun Pat Price Rain Res Type Est WillWait

X1 Yes No No Yes Some $$$ No Yes French 0–10 Yes
X2 Yes No No Yes Full $ No No Thai 30–60 No
X3 No Yes No No Some $ No No Burger 0–10 Yes
X4 Yes No Yes Yes Full $ No No Thai 10–30 Yes
X5 Yes No Yes No Full $$$ No Yes French >60 No
X6 No Yes No Yes Some $$ Yes Yes Italian 0–10 Yes
X7 No Yes No No None $ Yes No Burger 0–10 No
X8 No No No Yes Some $$ Yes Yes Thai 0–10 Yes
X9 No Yes Yes No Full $ Yes No Burger >60 No
X10 Yes Yes Yes Yes Full $$$ No Yes Italian 10–30 No
X11 No No No No None $ No No Thai 0–10 No
X12 Yes Yes Yes Yes Full $ No No Burger 30–60 Yes
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Candidate De�nitions

➤ The aim is to �nd an equivalent logi
al expression for the goalpredi
ate Q that 
an be used to 
lassify examples 
orre
tly.

➤ Ea
h hypothesis Hi proposes a 
andidate de�nition Ci(x) for thegoal predi
ate Q, i.e. Hi takes the form ∀x(Q(x) ↔Ci(x)).

➤ The extension of a hypothesis Hi = ∀x(Q(x) ↔Ci(x)) is the set ofexamples X for whi
h Q(X) evaluates to true.Example. In the restaurant domain, the extension of the hypothesis

∀r(WillWait(r) ↔ Patrons(r,Some)) in
ludes, e.g., X1, X3, X6, and X8.But this does not mat
h with the intended meaning of WillWait(X)!
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Example

None Some Full

Patrons?

No Yes

No  Yes

Hungry?

No

No  Yes

Fri/Sat?

YesNo

Yes

Type?

French Italian Thai Burger

Yes No

The de
ision tree above 
orresponds to the following des
ription:
H1 = ∀r(WillWait(r) ↔Patrons(r,Some)∨

(Patrons(r,Full)∧Hungry(r)∧Type(r,French))∨

(Patrons(r,Full)∧Hungry(r)∧Type(r,Thai)∧Fri/Sat(r))∨

(Patrons(r,Full)∧Hungry(r)∧Type(r,Burger)) )
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Hypothesis Spa
e

➤ Logi
ally equivalent hypotheses have equal extensions.
➤ Two hypotheses with di�erent extensions are logi
ally in
onsistentwith ea
h other, as they di�er on at least one example Xi.
➤ The hypothesis spa
e {H1,H2, . . . ,Hn} is denoted by H.
➤ It is usually believed that one of the hypotheses in H is 
orre
t,i.e. the disjun
tion H1 ∨H2 ∨ . . .∨Hn evaluates to true.

➤ In de
ision tree learning, the hypothesis spa
e 
onsists of allde
ision trees de�nable in terms of the attributes provided.Example. The 
onjun
tion of H2 = ∀r(WillWait(r) ↔ Hungry(r)) and

H3 = ∀r(WillWait(r) ↔¬Hungry(r)) implies a 
ontradi
tion.
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Classifying Examples with Hypotheses

➤ Given a hypothesis Hi = ∀x(Q(x) ↔Ci(x)), an example X ispositive/negative if Q(X)/¬Q(X) evaluates to true.

➤ A false positive/negative example X for a hypothesis

Hi = ∀x(Q(x) ↔Ci(x)) gets an in
orre
t 
lassi�
ation by Hi.

➤ Indu
tive learning 
an be seen as a pro
ess of graduallyeliminating hypotheses that are in
onsistent with examples.Example. For H1 in the restaurant domain, the �rst example X1 is apositive one, as WillWait(X1) evaluates to true.On the other hand, X1 is a false negative example for

H3 = ∀r(WillWait(r) ↔¬Hungry(r)), as Hungry(X1) holds.
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2. CURRENT-BEST-HYPOTHESIS SEARCH

➤ The idea is to maintain a single hypothesis H, and to adjust it asnew examples arrive in order to maintain 
onsisten
y.

➤ The 
urrent hypothesis H is illustrated in the �gure (a) below.

➤ A false negative example (b) 
an be removed by a generalization(
) that extends the extension of the 
urrent hypothesis Hi.

➤ A false positive example (d) 
an be removed by a spe
ialization(e) that narrows the extension of the 
urrent hypothesis Hi.
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Skeletal Algorithm

Current-best-hypothesis sear
h is 
aptured by the following algorithm:

function CURRENT-BEST-LEARNING(examples) returns a hypothesis

H any hypothesis consistent with the first example in examples
for each remaining example in examples do

if e is false positive for H then
H choosea specialization of H consistent with examples

else ife is false negative for H then
H choosea generalization of H consistent with examples

if no consistent specialization/generalization can be found then fail
end
return H

➤ Generalizations and spe
ializations imply logi
al relationships:E.g., if H1 = ∀x(Q(x) ↔C1(x)) is a generalization of
H2 = ∀x(Q(x) ↔C2(x)), then ∀x(C2(x) →C1(x)) holds.

➤ Note that H2 is a spe
ialization of H1 in the setting above.
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Example I

➤ A way to generalist is to drop 
onditions from hypotheses.
➤ E.g., the hypothesis ∀x(WillWait(x) ↔ Patrons(x,Some))generalizes ∀x(WillWait(x) ↔ Alternate(x)∧Patrons(x,Some)).

Example
Attributes Goal

Alt Bar Fri Hun Pat Price Rain Res Type Est WillWait

X1 Yes No No Yes Some $$$ No Yes French 0–10 Yes
X2 Yes No No Yes Full $ No No Thai 30–60 No
X3 No Yes No No Some $ No No Burger 0–10 Yes
X4 Yes No Yes Yes Full $ No No Thai 10–30 Yes
X5 Yes No Yes No Full $$$ No Yes French >60 No
X6 No Yes No Yes Some $$ Yes Yes Italian 0–10 Yes
X7 No Yes No No None $ Yes No Burger 0–10 No
X8 No No No Yes Some $$ Yes Yes Thai 0–10 Yes
X9 No Yes Yes No Full $ Yes No Burger >60 No
X10 Yes Yes Yes Yes Full $$$ No Yes Italian 10–30 No
X11 No No No No None $ No No Thai 0–10 No
X12 Yes Yes Yes Yes Full $ No No Burger 30–60 Yes
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Example II

Example. Hypotheses are formed in the restaurant example as follows:

H1: ∀x(WillWait(x) ↔ Alternate(x))

H2: ∀x(WillWait(x) ↔ Alternate(x)∧Patrons(x,Some))

H3: ∀x(WillWait(x) ↔ Patrons(x,Some))

H4: ∀x(WillWait(x) ↔ Patrons(x,Some)∨ (Patrons(x,Full)∧Fri/Sat(x)))There are also other hypotheses 
onforming to the �rst four examples:

H ′
4: ∀x(WillWait(x) ↔¬WaitEstimate(x,30-60))

H ′′
4 : ∀x(WillWait(x) ↔ Patrons(x,Some)∨

(Patrons(x,Full)∧WaitEstimate(x,10-30)) )
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Dis
ussion

➤ The Current-Best-Learning algorithm is non-deterministi
:there may be several possible spe
ializations or generalizationsthat 
an be applied at any point.

➤ The 
hoi
es made might not lead to the simplest hypothesis.

➤ If a dead-end (unre
overable in
onsisten
y) is en
ountered, thealgorithm must ba
ktra
k to a previous 
hoi
e point.

➤ Che
king the 
onsisten
y of all the previous examples over againfor ea
h 
hoi
e is very expensive.
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3. LEAST-COMMITMENT SEARCH

➤ The original hypothesis spa
e 
an be seen as a huge disjun
tion

H1 ∨H2 ∨ . . .∨Hn.

➤ Hypotheses whi
h are 
onsistent with all examples en
ountered sofar form a set of hypotheses 
alled the version spa
e V .

➤ Version spa
e is shrunk by the 
andidate elimination algorithm:
function VERSION-SPACE-LEARNING(examples) returns a version space

local variables: V, the version space: the set of all hypotheses

V the set of all hypotheses
for eachexample e in examples do

if V is not empty then V VERSION-SPACE-UPDATE(V, e)
end
return V

function VERSION-SPACE-UPDATE(V, e) returns an updated version space

V fh 2 V : h is consistent with eg
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Boundary Sets

➤ The algorithm �nds a subset of the version spa
e V that is
onsistent with all examples in an in
remental way.
➤ Candidate elimination is an example of a least-
ommitmentalgorithm, as no arbitrary 
hoi
es are made among hypotheses.
➤ Sin
e the hypothesis spa
e V is possibly enormous, it 
annot berepresented dire
tly as a set of hypotheses or a disjun
tion.

➤ The problem 
an be alleviated by boundary sets {S1, . . . ,Sn}(S-set) and {G1, . . . ,Gm} (G-set) and a partial ordering amonghypotheses indu
ed by spe
ialization/generalization.

➤ Any hypothesis H between a most spe
i�
 boundary Si and a mostgeneral boundary G j is 
onsistent with the examples seen.
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Illustration of Boundary Sets

this region all inconsistent
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➤ Initially, the S-set 
ontains a single hypothesis ∀x(Q(x) ↔ False)while the G-set 
ontains ∀x(Q(x) ↔ True) only.

➤ The remaining problem is how to update S-sets and G-sets for anew example (the job of the Version-Spa
e-Update fun
tion).
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Updating Version Spa
e

➤ Upon a false negative/positive example, a most spe
i�
 boundary

S is repla
ed by all its immediate generalizations / deleted.

➤ Upon a false positive/negative example, a most general boundary

G is repla
ed by all its immediate spe
ializations / deleted.These operations on S-sets and G-sets are 
ontinued until:1. There is exa
tly one hypothesis left in the version spa
e.2. The version spa
e 
ollapses (i.e., the S-set or G-set be
omesempty): there are no 
onsistent hypotheses for the training set.3. We run out of examples with several hypotheses remaining in theversion spa
e: a solution is to take the majority vote.
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Dis
ussion

➤ If the domain 
ontains noise or insu�
ient attributes for exa
t
lassi�
ation, the version spa
e will always 
ollapse.

➤ If unlimited disjun
tion is allowed in the hypothesis spa
e, theS-set will always 
ontain a single most-spe
i�
 hypothesis(disjun
tion of positive examples seen to date).

➤ Analogously for the G-set and negative examples.
➤ A solution is to allow only limited forms of disjun
tion.
➤ For 
ertain hypothesis spa
es, the number of elements in the S-setand G-set may grow exponentially in the number of attributes.
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SUMMARY
➤ Learning is essential for dealing with unknown environments.
➤ In 
umulative learning, a learning agent improves its ability tolearn as it a
quires more knowledge.
➤ Prior knowledge helps learning by eliminating otherwise 
onsistenthypotheses and by ��lling in� the explanation of examples, therebyallowing for shorter hypotheses.
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