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LEARNING FROM OBSERVATIONSOutline

➤ Forms of Learning

➤ Indu
tive Learning

➤ Learning De
ision Trees

➤ Ensemble LearningBased on the textbook by Stuart Russell & Peter Norvig:Arti�
ial Intelligen
e, A Modern Approa
h (2nd Edition)Chapter 18; ex
luding Se
tion 18.5
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1. FORMS OF LEARNING

Re
all the design of a learningagent from Chapter 2:
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Actuators1. A performan
e element (a 
onventional agent) is responsible for
hoosing external a
tions.2. A learning element aims to improve the agent.3. A 
riti
 evaluates the performan
e of the agent.4. A problem generator suggests new 
ourses of a
tion.
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Designing a Learning Element

The design of the learning element if a�e
ted by four major fa
tors:1. Whi
h 
omponents of the performan
e element are to be learned.2. What feedba
k is available to learn these 
omponents.3. What representation is used for the 
omponents.4. The availability of prior knowledge on what is being learned.

Examples. Even newborn babies exhibit knowledge of the world.Consider a physi
ist vs. art 
riti
 examining a sta
k of bubble 
hamberphotographs.
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Whi
h Components Can Be Learned?

➤ The following 
omponents of agents 
an be learned:1. A dire
t mapping from the 
urrent state to a
tions.2. A means to infer relevant properties of the world from theper
ept sequen
e.3. Information about the way the world evolves.4. Information about the possible out
omes of the agent's a
tions.5. Utility information indi
ating the desirability of world states.6. Goals des
ribing states that maximize the agent's utility.

➤ Various kinds of internal representations 
an be used for the
omponents: polynomials, logi
al rules, Bayesian networks, et
.
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Available Feedba
kThe �eld of ma
hine learning usually distinguishes three 
ases:

➤ Supervised learning involves learning a fun
tion from examplesof its inputs and outputs (provided by an external tea
her).

➤ In unsupervised learning, the 
orre
t outputs are not known, butone may learn patterns in the input.Example. An unsupervised learner may learn to predi
t its futureper
epts given its per
ept history so far.

➤ Reinfor
ement learning: the outputs get evaluated somehow(for instan
e, the agent re
eives a reward or a punishment), butthe 
orre
t outputs remain unknown.Any prior knowledge on the environment helps enormously in learning!
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2. INDUCTIVE LEARNING

➤ In general, learning 
an be understood as a pro
ess of determininga representation for some fun
tion f of interest.

➤ An example is a pair 〈x, f (x)〉 where x is the input and f (x) is theoutput of the fun
tion f applied to x.

➤ The task of pure indu
tive inferen
e (or indu
tion) is:Given a 
olle
tion of examples of f , return a fun
tion h(
alled a hypothesis) that approximates f .
➤ There are often many hypotheses 
onforming to the examples andit is hard to tell whether any parti
ular h is a good approximation.
➤ A good hypothesis h will generalize well, i.e. predi
t unseenexamples 
orre
tly.
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Example. Consider a set of points 〈x,y〉 in xy-plane su
h that
y = f (x). The task is to �nd h(x) that �ts the points well.

(c)(a) (b) (d)
x x x x

f(x) f(x)f(x) f(x)

➤ As f is unknown, there are many 
hoi
es for h.
➤ In Figures (a)�(b), the set of polynomials (of degree at most k) isused as the hypothesis spa
e.
➤ A 
onsistent hypothesis agrees with all examples.
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Choosing a Consistent Hypothesis

➤ One prin
iple is O
kham's razor: prefer the simplest hypothesis
onsistent with the data in order to extra
t a pattern from it.

➤ The (im)possibility of �nding a simple, 
onsistent hypothesisdepends strongly on the hypothesis spa
e 
hosen.Example. (Continued) Figure (
) shows another set of exampleswhi
h is di�
ult to 
apture using polynomials (6th degree is required).

➤ In this 
ase, a linear approximation is able to predi
t the databetter than polynomials of higher degree.

➤ Figure (d) shows how an exa
t �t is obtained with a simplefun
tion of the form ax+b+ c sinx.
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Choosing the Hypothesis Spa
e

➤ A learning problem is realizable if the hypothesis spa
e 
ontainsthe true fun
tion and unrealizable otherwise.

➤ Sometimes prior knowledge 
an help to derive a hypothesis spa
ein whi
h the true fun
tion is known to exist.

➤ The use of unne
essarily large hypothesis spa
es (e.g. Turingma
hines) is ruled out by the 
omplexity of learning:�There is a trade-o� between expressiveness of a hypothesisspa
e and the 
omputational 
omplexity of �nding simple,
onsistent hypothesis within that spa
e.�

➤ Another reason to prefer simpler hypothesis spa
es is that theresulting representations may be more e�
ient to use.
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3. LEARNING DECISION TREES

➤ A de
ision tree is a representation of a fun
tion f from an

n-dimensional attribute spa
e to the set {Yes,No}.Thus f 
an be understood as a Boolean-valued fun
tion.

➤ De
ision trees are stru
tured as follows:1. Ea
h internal node tests the value of an attribute and thebran
hes are labeled by the values of the attribute.2. Leaf nodes 
ontain the Yes/No answer for the goal predi
atethe values of whi
h are represented by the de
ision tree.
➤ Arbitrary Boolean fun
tions 
an be represented as de
ision trees.
➤ The Non-Boolean 
ase with more than two values 
an be 
overed.
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iding whether to wait for atable at a restaurant. The aim is to learn a de
ision tree for the goalpredi
ate WillWait using the following attributes:1. Alternate: is there a suitable alternative restaurant nearby?2. Bar: is there a 
omfortable bar area to wait in?3. Fri/Sat: is it Friday or Saturday?4. Hungry: are we hungry?5. Patrons: the number of people (None, Some, Full) in the restaurant.6. Price: the pri
e range of the restaurant ($, $$, $$$).7. Raining: is it raining outside?8. Reservation: have we made a reservation beforehand?9. Type: the type (French, Italian, Thai, Burger) of the restaurant.10. WaitEstimate: the estimate in minutes (0-10, 10-30, 30-60, >60).
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Example. Mr. Russell makes de
isions for this domain as follows:
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☞ Price and Type attributes are 
onsidered irrelevant.
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Expressiveness of De
ision Trees

➤ A de
ision tree hypothesis for WillWait is an assertion of the form

∀r(WillWait(r) ↔ P1(r)∨P2(r)∨ . . .∨Pn(r))where ea
h Pi(r) is a 
onjun
tion of tests 
orresponding to a pathfrom the root to a leaf with a positive out
ome.

➤ This makes de
ision trees e�e
tively propositional and full �rstorder logi
 is not easily 
overed.

➤ Any boolean fun
tion 
an be en
oded as a de
ision tree, but su
ha representation may require a spa
e exponential in the number ofattributes, as for parity and majority fun
tions.

➤ For n Boolean attributes, there are 22n di�erent Boolean-valuedfun
tions. When n = 6, this number is about 1.8×1019.
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Indu
ing De
ision Trees from Examples

➤ An example is des
ribed by a 
ombination of values for theattributes and the 
orresponding value of the goal predi
ate.

➤ The task is to form a de
ision tree for the predi
ate WillWait usinga set of positive and negative examples as the training set:
Example

Attributes Goal

Alt Bar Fri Hun Pat Price Rain Res Type Est WillWait

X1 Yes No No Yes Some $$$ No Yes French 0–10 Yes
X2 Yes No No Yes Full $ No No Thai 30–60 No
X3 No Yes No No Some $ No No Burger 0–10 Yes
X4 Yes No Yes Yes Full $ No No Thai 10–30 Yes
X5 Yes No Yes No Full $$$ No Yes French >60 No
X6 No Yes No Yes Some $$ Yes Yes Italian 0–10 Yes
X7 No Yes No No None $ Yes No Burger 0–10 No
X8 No No No Yes Some $$ Yes Yes Thai 0–10 Yes
X9 No Yes Yes No Full $ Yes No Burger >60 No
X10 Yes Yes Yes Yes Full $$$ No Yes Italian 10–30 No
X11 No No No No None $ No No Thai 0–10 No
X12 Yes Yes Yes Yes Full $ No No Burger 30–60 Yes
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How to Constru
t a De
ision Tree?
➤ A trivial solution en
odes ea
h example as a path leading to a leaf:1. Along the path, all the attributes are tested in turn.2. The leaf node holds the 
orre
t 
lassi�
ation for the example.
➤ Su
h a de
ision tree produ
es 
orre
t 
lassi�
ations for theexamples in the training set, but 
annot extrapolate to others.

➤ By applying the O
kham's razor prin
iple, we should �nd a�smallish� de
ision tree that is 
onsistent with examples.

➤ Unfortunately, it is intra
table to �nd the smallest de
ision tree fora training set, but relatively small ones 
an be found using asuitable heuristi
s.
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➤ The basi
 idea is to test the most important attribute �rst, i.e.,the one that best 
lassi�es examples in the training set.Example. In the restaurant example, the attribute Patrons yields amu
h better 
lassi�
ation than the attribute Type.

(a)
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YesNo Hungry?

(b)
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An Algorithm for Learning De
ision Trees

➤ The training set is split into smaller sets of examples that aresolved as re
ursive instan
es of the de
ision tree learning problem:1. If there are both positive and negative examples, then one ofthe best attributes is 
hosen to split the examples.2. If all the remaining examples are positive (or all negative), thenthe answer is Yes (or No).3. If there are no examples left, the majority 
lassi�
ation at thenode's parent is returned as a default value.4. If there are no attributes left, but both positive and negativeexamples, there is noise in the data or the set of attributes isinsu�
ient to fully determine the goal predi
ate.

➤ A way to handle the last 
ategory is to use a majority vote.
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➤ The pro
ess 
an be formalized as a 
on
rete learning algorithm:

function DECISION-TREE-LEARNING(examples, attributes, default) returns a decision tree
inputs: examples, set of examples

attributes, set of attributes
default, default value for the goal predicate

if examples is emptythen return default
else if all examples have the same classificationthen return the classification
else if attributes is emptythen return MAJORITY-VALUE(examples)
else

best CHOOSE-ATTRIBUTE(attributes,examples)
tree a new decision tree with root testbest
for each valuevi of best do

examplesi felements ofexamples with best = vig
subtree DECISION-TREE-LEARNING(examplesi,attributes� best,

MAJORITY-VALUE(examples))
add a branch totree with labelvi and subtreesubtree

end
return tree
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None Some Full

Patrons?

No Yes

No  Yes

Hungry?

No

No  Yes

Fri/Sat?

YesNo

Yes

Type?

French Italian Thai Burger

Yes No

➤ The resulting de
ision tree is mu
h simpler than the original tree(whi
h was a
tually used for generating the training set).

➤ Despite simpli
ity, the de
ision tree produ
es a 
orre
t
lassi�
ation for every example in the training set.
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Choosing Attribute Tests

➤ A perfe
t attribute divides the set of examples into subsets inwhi
h examples are all positive or all negative.

➤ One suitable measure for 
omparing attributes is the expe
tedamount of information (in the sense proposed by Shannon)obtained by learning the exa
t values of attributes.Example. Suppose you are going to bet 1e on the �ip of a 
oin.1. If P(Heads) = 0.99, then EMV = 0.99×1e−0.01×1e= 0.98eand VPI(Heads) = 1e−0.98e= 0.02e.2. If P(Heads) = 0.5, then EMV = 0.5×1e−0.5×1e= 0e and

VPI(Heads) = 1e−0e= 1e.

☞ The less you know, the more valuable the information.
© 2008 TKK / ICS
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Measuring Information Content

➤ Information theory uses the same intuition, but it measuresinformation 
ontent in bits rather than value of information.

➤ In general one bit of information is enough to answer a yes/noquestion about whi
h one has no idea.

➤ In general, the information 
ontent I of the a
tual value of V is

I(P(v1), . . . ,P(vn)) =
n

∑
i=1

−P(vi) log2 P(vi) (bits).where P(v1), . . . ,P(vn) are the probabilities for the possible values

v1, . . . ,vn of the variable V .Example. The information 
ontent I(1
2, 1

2) = −1
2 log2

1
2 −1

2 log2
1
2 = 1bits, but I( 1

100,
99
100) ≈ 0.08 bits.
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Information Gain

➤ In 
ase of de
ision trees, the information gain from getting toknow the exa
t value of a v-valued attribute A is given by

Gain(A) = I(
p

p+n
,

n
p+n

)−Remainder(A)where the remaining information 
ontent

Remainder(A) =
v

∑
i=1

(
pi +ni

p+n
× I(

pi

pi +ni
,

ni

pi +ni
))and p (pi) and n (ni) are the numbers of positive and negativeexamples (that have the ith value of A in 
ommon).Example. More information is gained from Patrons than from Type:

Gain(Patrons) = 1− [ 2
12I(0,1)+ 4

12I(1,0)+ 6
12I( 2

6 , 4
6)] ≈ 0.541 and

Gain(Type) = 1− [ 2
12I( 1

2 , 1
2)+ 2

12I( 1
2 , 1

2)+ 4
12I( 2

4 , 2
4)+ 4

12I( 2
4 , 2

4)] = 0.
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Assessing the Performan
e ofthe Learning Algorithm
➤ A learning algorithm is good if it produ
es hypotheses whi
h yield
orre
t 
lassi�
ations for as many unseen examples as possible.
➤ A way to evaluate the performan
e of a learning algorithm is to1. Colle
t a large set of examples.2. Divide it into a training set and a separate test set.3. Apply the learning algorithm to the examples in the trainingset in order to generate a hypothesis h.4. Measure the per
entage of examples in the test set that are
orre
tly 
lassi�ed by the hypothesis h.5. Repeat steps 1 to 4 for random training sets of in
reasing size.
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➤ The performan
e of a spe
i�
 learning algorithm 
an be depi
tedas a learning 
urve that gives the per
entage of 
orre
t
lassi�
ations on the test set as a fun
tion of the training set size.

➤ To avoid peeking at test data, the sele
tion of hypotheses shouldnot be based on a �xed test set.Example. The learning 
urve below shows how the de
ision treelearning algorithm performs in the restaurant example:
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Noise and Over�tting

➤ Re
all the possibility of noise in the training set (there are twoexamples with identi
al attribute values, but 
lassi�
ations di�er).

➤ Over�tting means that a (de
ision tree) learning algorithm formsa 
onsistent hypothesis using irrelevant attributes for 
lassi�
ationeven when relevant attributes are missing.Example. Consider the problem of predi
ting the roll of a die using1. Day: the day on whi
h the die was rolled,2. Month: the month in whi
h the die was rolled, and3. Color: the 
olor of the die.A 
onsistent (and totally spurious) hypothesis is found as long as notwo examples have identi
al des
riptions.
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How to Avoid Over�tting?

➤ The information gain is 
lose to zero for irrelevant attributes.

➤ The relevan
e of attributes 
an also be tested using a statisti
alsigni�
an
e test based on known distributions.

➤ The total deviation

D = ∑v
i=1(

(pi− p̂i)
2

p̂i
+ (ni−n̂i)

2

n̂i
)where p̂i = p× pi+ni

p+n and n̂i = n× pi+ni
p+n distributes a

ording to the

χ2 distribution with v−1 degrees of freedom.
➤ De
ision trees 
an be pruned by negle
ting irrelevant attributes.
➤ Pruning also helps to tolerate noise in the data.
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Broadening the Appli
ability of De
ision Trees

To 
over a wider variety of problems, many issues must be addressed.1. Missing data: an example X la
king the value of an attribute A isgiven the majority 
lassi�
ation among those obtained byassuming that X has ea
h value of A in turn.2. Multivalued attributes: when an attribute has a large number ofpossible values (e.g. RestaurantName), the information gain givesa misleading indi
ation on the usefulness of the attribute.A solution is to use gain ratio instead of plain information gain.3. Continuous-valued attributes (e.g. Price) are not well suited forde
ision-tree learning, and have to be dis
retized somehow.One te
hnique is to de
ide split points using information gain.
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4. ENSEMBLE LEARNING

➤ The idea of ensemble learning is to sele
t a 
olle
tion(or ensemble) of hypotheses rather than a single hypothesis.

➤ A majority vote is used to 
ombine the predi
tions of an ensemble.

➤ If ea
h hi in the ensemble has a small error of p, then theprobability of a mis
lassi�
ation be
omes far more unlikely.Example. An ensemble of �ve hypotheses redu
es an error rate of

1 in 10 down to an error rate of less than 1 in 100.

➤ The hypotheses 
hosen in the ensemble should be di�erent inorder to redu
e the 
orrelation between their errors.

➤ Ensemble learning provides a generi
 way of enhan
ing a

ura
ywithout in
reasing the 
omplexity of the hypothesis spa
e.
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Boosting

➤ A widely used ensemble method is boosting whi
h is based on aweighted training set where initially w j = 1 for every example j.

➤ At ea
h round 0 < i ≤ M:1. a new hypothesis hi is generated;2. the weights of examples that are 
orre
tly/in
orre
tly 
lassi�edunder hi are de
reased/in
reased.

➤ The �nal ensemble hypothesis is a weighted-majority 
ombinationof the hypotheses h1, . . . ,hM.

➤ A parti
ular boosting algorithm (AdaBoost) has an attra
tiveproperty: if applied to a weak learning algorithm, the resultinghypothesis 
lassi�es the training data perfe
tly for large enough M.
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ision stumps, i.e. de
ision trees witha single test at the root, in the restaurant example.

➤ Unboosted de
ision stumps are not very e�e
tive for this data set.

➤ When boosting is applied (with M = 5) the performan
e isin
reased from 81% to 93% for 100 examples.

➤ The training set error rea
hes zero when M is 20.
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SUMMARY

➤ Learning is essential for dealing with unknown environments.
➤ Learning may take several forms depending on the 
hosenrepresentation, available feedba
k, and prior knowledge.
➤ The aim of indu
tive learning is to learn a fun
tion fromexamples of its inputs and outputs.
➤ O
kham's razor prin
iple suggests 
hoosing the simplesthypothesis that mat
hes the examples observed.
➤ The performan
e of indu
tive learning algorithms is measured bytheir predi
tion a

ura
y as a fun
tion of the training set size.

➤ Ensemble methods su
h as boosting often perform better thanindividual methods. 
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