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MAKING SIMPLE DECISIONSOutline

➤ Combining Beliefs and Desires Under Un
ertainty

➤ The Basis of Utility Theory

➤ (Multiattribute) Utility Fun
tions

➤ De
ision Networks

➤ The Value of Information

➤ De
ision-Theoreti
 Expert SystemsBased on the textbook by Stuart Russell & Peter Norvig:Arti�
ial Intelligen
e, A Modern Approa
h (2nd Edition)Chapter 16 
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1. COMBINING BELIEFS AND DESIRES

➤ A state S is a 
omplete snapshot of the world.

➤ An agent's preferen
es are 
aptured by a utility fun
tion U whi
hmaps a state S to a number U(S) des
ribing the desirability of S.
➤ Spe
ifying a utility fun
tion U for ea
h state Smay be tedious.
➤ The problem 
an be relieved under some 
ir
umstan
es byde
omposing states for the purpose of utility assignment.
➤ A nondeterministi
 a
tion A may have several out
ome states

Resulti(A) indexed by the di�erent out
omes of A.
➤ Prior to exe
uting an a
tion A, the agent assigns a probability

P(Resulti(A) | Do(A),E) to ea
h out
ome(here E summarizes the agent's eviden
e about the world).
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Maximum Expe
ted Utility (MEU)
➤ The expe
ted utility of an a
tion A is EU(A | E) =

∑i P(Resulti(A) | Do(A),E)×U(Resulti(A)).
➤ The prin
iple of maximum expe
ted utility: a rational agentshould 
hoose an a
tion that maximizes its expe
ted utility.
➤ The MEU prin
iple is 
losely related to performan
e measures:�If an agent maximizes a utility fun
tion that 
orre
tly re�e
ts theperforman
e measure by whi
h its behavior is being judged, thenit will a
hieve the highest possible performan
e s
ore if averagedover the environments in whi
h the agent 
ould be pla
ed.�

➤ In this le
ture, we 
on
entrate on one-shot de
isions. The 
aseof making sequential de
isions will be 
onsidered later.


© 2008 TKK / ICS

AB
T-79.5102 / Autumn 2008 Making simple de
isions 4

2. THE BASIS OF UTILITY THEORY

➤ As a justi�
ation for the MEU prin
iple, some 
onstraints areimposed on the preferen
es that a rational agent may possess.

➤ In utility theory, di�erent attainable out
omes (prizes) andthe respe
tive probabilities (
han
es) are formalized as lotteries:� A lottery L having out
omes A1, . . . ,An with probabilities

p1 + . . .+ pn = 1 is written as [p1,A1; . . . ; pn,An].� A lottery [1,A] with a single out
ome is abbreviated as A.

➤ Preferen
e relations for lotteries (or states) A and B:

A≻ B ⇐⇒ A is preferred to B,

A∼ B ⇐⇒ the agent is indi�erent between A and B, and

A % B ⇐⇒ A≻ B or A∼ B.
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Axioms of Utility Theory

For any lotteries A, B, and C:1. Orderability: (A≻ B)∨ (B≻ A)∨ (A∼ B)2. Transitivity: (A≻ B)∧ (B≻C) ⇒ (A≻C)3. Continuity: A≻ B≻C ⇒∃p[p,A;1− p,C] ∼ B4. Substitutability: A∼ B⇒ [p,A;1− p,C] ∼ [p,B;1− p,C]5. Monotoni
ity:

A≻ B⇒ (p≥ q⇔ [p,A;1− p,B] % [q,A;1−q,B])6. De
omposability (the �no fun in gambling� rule):

[p,A;1− p, [q,B;1−q,C]] ∼ [p,A;(1− p)q,B;(1− p)(1−q),C]
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➤ The existen
e of a utility fun
tion is guaranteed by the axioms:1. Utility prin
iple: if the axioms of utility theory are obeyed,then there is a real-valued fun
tion U su
h that

U(A) > U(B) ⇐⇒ A≻ B and

U(A) = U(B) ⇐⇒ A∼ B.2. Maximum Expe
ted Utility prin
iple: the utility of a lottery
U([p1,A1; . . . ; pn,An]) = ∑

i
pi U(Ai).

➤ However, the existen
e of a utility fun
tion U need not imply thethe agent is expli
itly maximizing U in its own deliberations.
➤ By observing an agent's preferen
es, it is possible to 
onstru
t autility fun
tion representing what the agent is trying to a
hieve.
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3. UTILITY FUNCTIONS
➤ Beyond the axioms, an agent 
an have any preferen
es it likes.Example. An agent prefers to have a prime number of euros in itsbank a

ount (having 16e it would give away 3e).
➤ Preferen
es 
an also intera
t in 
omplex ways.Example. Having a digital TV (in 
ontrast to a 
onventional one)a�e
ts the preferen
es on soap operas one wishes to wat
h.

➤ We are interested in systemati
 ways of designing utility fun
tionsthat generate the kinds of behavior we want.
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The Utility of Money

➤ Utility theory has its roots in e
onomy where the utility measure ismoney (an agent's total net assets).

➤ Money plays a 
entral role in human utility fun
tions be
ause of itsalmost universal ex
hangeability for all kinds of goods and servi
es.

➤ Typi
ally, there is a monotoni
 preferen
e for money.

➤ Money behaves as a value fun
tion or ordinal utility fun
tion:more money is preferred to less when 
onsidering de�nite amounts.

➤ To understand monetary de
ision making under un
ertainty weneed to analyze the agent's preferen
es between lotteries involvingmoney.
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Example. A 
ompetitor in a TV game show is o�ered two prizes:either

A: 1000000e for sure, or

B: after �ipping a fair 
oin, either 3000000e (heads) or 0e (tails).Is it irrational to 
hoose the prize A?1. The expe
ted monetary values (EMV) of the 
hoi
es are:

EMV(A) = 1×1000000e= 1000000e and

EMV(B) = 0.5×3000000e+0.5×0e= 1500000e.2. If Sk denotes the 
urrent wealth of ke, expe
ted utilities are:

EU(A) = U(Sk+1000000) and

EU(B) = 0.5U(Sk)+0.5U(Sk+3000000).

☞ The 
hoi
e depends on the respe
tive utilities and k espe
ially!
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➤ Grayson [1960℄ found an almost perfe
t �t to the logarithmi
 form.

➤ Mr. Beard's preferen
es (a) turned out to be 
onsistent with

U(Sk+n) = (22.09× log(n+150000)−263.91) $.

+U

+$

+U

+$

−150,000 800,000
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o
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o
o

o
o

o o
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➤ Going into debt is usually 
onsidered disastrous.
➤ Preferen
es between di�erent levels of debt (b) may be analogous(but reverse) to those of positive wealth.
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Example. St. Petersburg paradox [Bernoulli, 1738℄: a fair 
oin istossed n times until it 
omes up heads and the prize is 2ne.How mu
h would you pay for a 
han
e to play this game?
➤ The expe
ted monetary value for this game is

EMV = ∑i P(Headsi)×2i = ∑∞
i=1

1
2i 2i = ∞.

☞ A player should be willing to pay any �nite sum!
➤ Bernoulli solved the paradox by setting U(Sk+n) = log2n:

EU = ∑i P(Headsi)×U(Headsi) = ∑∞
i=1

i
2i = 2.

➤ A rational agent (with the given utility s
ale) should be willing topay 4e for playing the game, be
ause U(Sk+4) = log24 = 2.

☞ The utility of money is measured on a logarithmi
 s
ale(at least for positive amounts).
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Insuran
e Premium

➤ Typi
ally, for any lottery L, the utility of being fa
ed with L is lessthan the utility of being handed EMV(L) for sure.

➤ A risk-averse agent prefers a sure thing with a payo� that is lessthan the expe
ted monetary value of a gamble.

➤ A desperately debted agent may behave in a risk-seeking way.

➤ A 
ertainty equivalent of a lottery L is the sum that an agent isready to a

ept as a substitute for parti
ipating L.Example. The 
ertainty equivalent is 400e for a lottery L thatgives 1000e half the time and 0e otherwise (EMV(L) = 500e).

➤ An insuran
e is based on a positive insuran
e premium, i.e., thedi�eren
e between EMV(L) and the 
ertainty equivalent for L.
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Utility S
ales and Assessment

➤ The axioms of utility do not spe
ify a unique utility fun
tion.Example. For instan
e, two agents based on U(S) and

U ′(S) = k1 +k2×U(S) with k2 > 0 behave identi
ally.

➤ A way to assess utilities is to establish a s
ale with a �bestpossible prize� umax and a �worst possible 
atastrophe� umin.

➤ Normalized utilities use a s
ale with umin = 0 and umax = 1.

➤ An intermediate utility U(S) = p is determined by indi�eren
ebetween S and a standard lottery L = [p,umax;(1− p),umin].

➤ Trade-o�s in de
ision making let us assess the value of human life.Examples. Mi
romort (1/1000000 
han
e of death) and QALY(quality-adjusted life year) are measures for the value of human life.
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4. MULTIATTRIBUTE UTILITY FUNCTIONS

➤ Multiattribute utility theory deals with utility fun
tions

U(X1, . . . ,Xn) that depend on several attributes X1, . . . ,Xn.

➤ Ea
h attribute Xi ranges over dis
rete/
ontinuous s
alar values.
➤ For simpli
ity, it is assumed that (all other things being equal)greater values of an attribute Xi 
orrespond to higher utilities.
➤ We would like to identify regularities in the preferen
e behavior asrepresentation theorems for the 
orresponding utility fun
tions:

U(x1, . . . ,xn) = f [ f1(x1), . . . , fn(xn)]where f is a simple fun
tion su
h as addition.
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Dominan
e

➤ There is stri
t dominan
e of an option S1 over other option S2if S1 is better than S2 with respe
t to all attributes.Example. An airport site S1 
osts less, generates less noisepollution, and is safer than another site S2.
➤ Un
ertain attribute values 
an be handled analogously.
➤ Stri
t dominan
e is useful in narrowing down the 
hoi
es.

(a) 

1X  

2X  

A

BC

D

1X  

2X  

A

B

C

(b) 

This region
dominates A
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Sto
hasti
 Dominan
eExample. The 
osts of siting the airport at S1 and S2 are 3.7×109eand 4.0×109e with standard deviations 0.4×109e and 0.35×109e.
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➤ Knowing that the 
ost of S1 is exa
tly 3.7×109e does not enablede
ision making, be
ause S2 
ould be 
heaper.

➤ But S1 sto
hasti
ally dominates S2 =⇒ S2 
an be dis
arded.
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➤ Sto
hasti
 dominan
e is best dete
ted from the respe
tive
umulative probability distributions for the 
osts of S1 and S2:
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➤ If a
tions A1 and A2 lead to probability distributions p1(x) and

p2(x) on attribute X, then A1 sto
hasti
ally dominates A2 on X ifand only if for all x, R x
−∞ p1(y)dy≤

R x
−∞ p2(y)dy.

➤ In many 
ases, sto
hasti
 dominan
e is easily dete
ted. E.g.,
onstru
tion 
osts depend on the distan
e to the 
ity 
enter.
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Preferen
es without Un
ertainty

➤ Attributes X1 and X2 are preferentially independent of a thirdattribute X3 if the preferen
e between out
omes 〈x1,x2,x3〉 and

〈x′1,x
′
2,x3〉 is independent of the parti
ular value x3 of X3.

➤ Mutual preferential independen
e (MPI) of X1, . . . ,Xn:ea
h pair of variables is preferentially independent from others.
➤ If attributes X1, . . . ,Xn are mutually preferentially independent,then the agent's behavior 
an be des
ribed as maximizing

V(S) = ∑n
i=1Vi(Xi(S))where ea
h Vi is a value fun
tion referring only to Xi .

➤ A value fun
tion like V(S) is 
alled an additive value fun
tion.
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Preferen
es with Un
ertainty
➤ Utility independen
e extends preferential independen
e to 
overlotteries: a set of attributes X is utility-independent of Y iflotteries involving X are independent of the parti
ular values of Y.
➤ A set of attributes X is mutually utility-independent (MUI) ifea
h subset Y ⊆ X is utility-independent of X−Y.
➤ If MUI holds, the agent's behavior 
an be des
ribed in terms of amultipli
ative utility fun
tion. For three attributes, Ui =

k1U1 +k2U2 +k3U3 +k1k2U1U2 +k2k3U2U3 +k1k3U1U3 +k1k2k3U1U2U3where Ui denotes Ui(Xi(S)) for i ∈ {1,2,3}.
➤ In general, an n-attribute problem exhibiting MUI 
an be modeledusing n single-attribute utilities and n 
onstants.
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5. DECISION NETWORKS

➤ De
ision networks (or in�uen
e diagrams) extend Bayesiannetworks with additional nodes for a
tions and utilities:1. Chan
e nodes (ovals) represent random variables with CPTs.2. De
ision nodes (re
tangles) represent points where thede
ision-maker has a 
hoi
e of a
tions to perform.3. Utility nodes (diamonds) represent the agent's utility fun
tion(a tabulation of the agent's utility as a fun
tion of attributes).

➤ Chan
e nodes (as well as utility nodes) may have both 
han
enodes and de
ision nodes as parents.

➤ We 
on
entrate on de
ision networks with a single de
ision node.
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Example. Consider the airport siting problem. In addition to the
hoi
e being made, fa
tors in
luding AirTraffic, Litigation, and

Constructiona�e
t utility indire
tly via Deaths, Noise, and Cost.

U

Airport Site

Deaths

Noise

Cost

Litigation

Construction

Air Traffic
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➤ A way to simplify a de
ision network is to represent the expe
tedutility of a
tions using a
tion-utility tables.Example. The de
ision network for the airport siting problem 
an besimpli�ed by fa
toring out 
han
e nodes des
ribing out
ome states:
U

Airport Site

Litigation

Construction

Air Traffic

☞ Less �exible to update!
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Evaluating De
ision Networks

The algorithm for evaluating a de
ision network in the following:1. Set the eviden
e variables for the 
urrent state.2. For ea
h possible value of the de
ision node:(a) Set the de
ision node to that value (like any eviden
e variable).(b) Cal
ulate the posterior probabilities for the parent nodes of theutility node using standard probabilisti
 inferen
e algorithms.(
) Cal
ulate the resulting utility for the a
tion.3. Return the a
tion with the highest utility.
➤ We will later 
onsider the possibility of exe
uting several a
tions insequen
e whi
h makes the problem mu
h more interesting.
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6. THE VALUE OF INFORMATION

➤ One of the most important parts of de
ision making is knowingwhat questions to ask to obtain all relevant information.Example. A do
tor 
annot expe
t to be provided with the resultsof all possible diagnosti
 tests when meeting a patient.

➤ The value of information is the di�eren
e between the expe
tedutilities of the best a
tions before and after obtaining information.

➤ The a
quisition of information is a
hieved by sensing a
tions.

➤ Information value theory is a form of sequential de
ision making.
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Example. An oil 
ompany is willing to buy one of n indistinguishableblo
ks of o
ean drilling rights. The setting is as follows:1. There are n blo
ks for sale.2. Exa
tly one blo
k 
ontains oil worth Ce.3. The pri
e of a single blo
k is C
ne.A seismologist o�ers the 
ompany the results of a survey of blo
k 3.

➤ How mu
h is the 
ompany willing to pay for knowing the results?

➤ The expe
ted value of this pie
e of information is

1
n
(C−

C
n

)+
n−1

n
(

C
n−1

−
C
n

) =
C
n

(e).

➤ The information is is worth as mu
h as the blo
k itself!
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A General Formula

➤ It is expe
ted that the exa
t value of some random variable E j isobtained: hen
e the term value of perfe
t information (VPI).

➤ The utility EU(α|E) of the 
urrent best a
tion α is de�ned by
max

A
∑

i
U(Resulti(A))P(Resulti(A) | E,Do(A)).

➤ Given a pie
e of eviden
e E j this be
omes EU(αE j | E,E j) =

max
A

∑
i

U(Resulti(A))P(Resulti(A) | E,Do(A),E j).
➤ But the value of E j is 
urrently unknown, and we have to averageover all possible values ejk of E j . Thus VPIE(E j) =

(∑
k

P(E j = ejk | E)EU(αejk | E,E j = ejk))−EU(α | E).
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tion A1) is 
learlypreferable to a winding dirt road over the top (a
tion A2)(b) The 
hoi
e between two di�erent winding dirt roads of slightlydi�erent lengths � ea
h of whi
h may be blo
ked or not.(
) The di�eren
es are likely to be small in summertime.
P ( U | E )jP ( U | E )jP ( U | E )j

(a) (b) (c)

U U U
U  1U  2 U  2U  2 U  1U  1

☞ Additional information be
omes valuable in the 
ase (b).
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☞ �Information has value to the extent that it is likely to
ause a 
hange of plan, and to the extent that the new planwill be signi�
antly better than the old plan�.

Properties of the Value of Information

The value of perfe
t information shares the following properties:1. Nonnegativeness: VPIE(E j) ≥ 0.2. Nonadditivity (VPI depends on the eviden
e E obtained so far):

VPIE(E j ,Ek) 6= VPIE(E j)+VPIE(Ek).3. Order-independen
e:

VPIE(E j ,Ek) = VPIE(E j)+VPIE,E j (Ek)

= VPIE(Ek)+VPIE,Ek(E j).
© 2008 TKK / ICS
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Implementing an Information-Gathering Agent

➤ For now, it is assumed that with ea
h observable eviden
e variable

E j , there is an asso
iated 
ost Cost(E j) of obtaining E j via tests.

➤ An information gathering agent should request the most valuablepie
e of information E j 
ompared to Cost(E j):

function INFORMATION-GATHERING-AGENT( percept) returns an action
static: D, a decision network

integrate perceptinto D
j the value that maximizes VPI(Ej) � Cost(Ej)
if VPI(Ej ) > Cost(Ej)

then return REQUEST(Ej )
else return the best action from D

➤ The pro
edure implements myopi
 information gathering, sin
eVPI is short-sightedly applied to single pie
es of eviden
e.
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DECISION-THEORETIC EXPERT SYSTEMSThe knowledge engineering pro
ess for a de
ision-theoreti
 system:1. Determine the s
ope of the problem (de
ide nodes).2. Lay out the topology of the network (analyze dependen
ies).3. Assign probabilities to 
han
e nodes.4. Assign utilities to utility nodes.5. Enter available eviden
e to the network.6. Evaluate posterior probabilities and utilities for the nodes.7. Gather new eviden
e using value of information as a 
riterion.8. Perform sensitivity analysis for the assigned probabilities/utilities.
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SUMMARY

➤ De
ision theory = probability theory + utility theory.
➤ A rational agent 
onsiders all possible a
tions and 
hooses theone that leads to the best expe
ted out
ome.
➤ De
ision networks � a generalization of Bayesian networks �provide a simple formalism for expressing and solving de
isionproblems.

➤ The value of information is de�ned as the expe
ted improvementin utility 
ompared to making a de
ision without the information.

➤ Expert systems that in
orporate utility information haveadditional 
apabilities 
ompared to pure inferen
e systems.
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QUESTIONSRe
all the domain of so

er playing agents and formalize a balltra
king system using a Bayesian network with the following variables:Variable Values Explanation

Tired True,False Is the agent feeling tired?

Angle Left,Center,Right Angle with respe
t to the ball

Distance Far,Close,Touch Distan
e to the ball

➤ For ea
h variable X of these, introdu
e an additional variable Xnextreferring to the out
ome of a
tions available to the agent:

TurnLeft, TurnRight, Runand Nop.

➤ Add a utility node that depends on Tirednext, Anglenext, and

Distancenext. De�ne a utility fun
tion based on these attributes.
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