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INTELLIGENT AGENTSOutline

➤ Agents and Environments

➤ Good Behavior and Rationality

➤ Nature of Environments

➤ Struture of AgentsBased on the textbook by Stuart Russell & Peter Norvig:Arti�ial Intelligene, A Modern Approah. (2nd Edition)Chapter 2
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1. AGENTS AND ENVIRONMENTS

De�nition. Russell and Norvig de�ne agents as follows:�An agent is anything that an be viewed as pereivingits environment through sensors and ating upon thatenvironment through atuators.�

?

agent

percepts

sensors

actions

environment

actuators
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Examples

A physial robot

➤ Sensors: video amera, laser sanner, mirophone, . . .
➤ Atuators: motor, swith, display, speaker, . . .

A software robot (softbot)
➤ Perepts: enoded bit strings
➤ Sensors and atuators:alls to operating system, libraries or other programs

➤ Calls to sensor programs provide input for the agent.
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Mapping Perept Sequenes to Ations

➤ Agent's behavior depends only on its perept sequene to date.

➤ An agent an be designed by�speifying whih ation an agent ought to take inresponse to any given perept sequene�.

➤ Suh a mapping (agent funtion) an be represented as a tableor as an agent program.Example. Consider a alulator agent that omputes square-roots ofpositive integers (aurate to 15 deimals).Approah 1: store square roots in a very large table.Approah 2: implement the ideal mapping as a program.The latter approah is learly more ompat and �exible.© 2008 TKK / ICS
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Example. A vauum-leaner world with just two loations.

A B

Perept sequene Ation

[A,Clean] Right

[A,Dirty] Suck

[B,Clean] Left

[B,Dirty] Suck

[A,Clean], [A,Clean] Right

[A,Clean], [A,Dirty] Suck. . . . . .
© 2008 TKK / ICS
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2. GOOD BEHAVIOR AND RATIONALITY

➤ A rational agent should do the right thing, but how and when dowe evaluate agent's suess?

➤ A performane measure determines how suessful an agent is(by an outside observer).Problems:

➤ Self-deeption: humans typially say they did not really wantsomething after they are unsuessful at getting it.
➤ Malpratie if performane is measured only instantly.
➤ You get what you ask for!
➤ The measure should depend on e�ets on the environment.
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Rational Agents

Rationality depends on four things:
➤ The performane measure whih de�nes the riterion of suess.

➤ The agent's prior knowledge of the environment.
➤ The ations that the agent an perform.
➤ The agent's perept sequene to date(omplete pereptual history).De�nition. (Rational agent)For eah possible perept sequene, a rational agent should selet anation that is expeted to maximize its performane measure,given the evidene provided by the perept sequene and whateverbuilt-in knowledge the agent has.© 2008 TKK / ICS
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Omnisiene vs. Rationality

An omnisient agent

➤ knows the atual outomes of its ations and ats aordingly; and

➤ is impossible in reality.

Example. A person is rossing a street, as (s)he notied a friendaross the street and there is no tra� nearby.Is this person ating rationally if (s)he is rashed by a argo doorfalling o� a passing airplane?

☞ Rationality: expeted suess given what has been pereived.© 2008 TKK / ICS
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Information Gathering

Example. Often begin rational requires performing ations in order toaquire information about the environment.

➤ For instane, rossing a street without looking is too risky.Example. A lok an be thought as a simple (even degenerate) agentthat keeps moving its hands (or displaying digits) in the proper way.

• This an be thought as rational ation given what kind offuntionality one expets from a lok in general.

• However, many loks are unable to take hanging time zones intoaount automatially. This is quite aeptable if the lok doesnot have a mehanism for pereiving time zones.
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Autonomy

➤ An agent laks autonomy if its ations depend solely on its built-inknowledge about the environment.

➤ A system is autonomous to the extent that its behavior isdetermined by its own experiene.

➤ Flexible operation in a variety of environments demands ability tolearn (in addition to initial knowledge).Example. After digging its nest and laying its eggs, a dung beetlefethes a ball of dung to plug the entrane.
➤ Even if the ball is removed from its grasp en route, the beetleontinues and mimis the proedure to the very end.
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3. NATURE OF ENVIRONMENTS
➤ A task environment spei�es a �problem� to whih a rationalagent is a �solution�.

➤ Task environments an be roughly spei�ed by giving a PEAS(Performane, Environment, Atuators, Sensors) desription.Example. Task environment for an automated taxi.Agent Type Performane Environment Atuators SensorsMeasureTaxi driver Safe, fast, legal, Roads, other Steering, Cameras, sonaromfortable trip, tra�, aelerator speedometermaximize pro�ts pedestrians brake, signal, GPS, odometerustomers horn, display aelerometer,engine sensors,keyboard
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Examples of PEAS DesriptionsAgent Type Performane Environment Atuators SensorsMeasureMedial Healthy patient Patient, hospital Display Keyboard entrydiagnosis system minimize osts, sta� questions, tests, of symptoms,lawsuits diagnoses, �ndings, patient'streatments answersSatellite image Corret image Downlink from Display Color pixelanalysis system ategorization orbiting satellite ategorization of arrayssenePart-piking Perentage of Conveyor belt Jointed arm and Camera, jointrobot parts in orret with parts, bins hand angle sensorsbinsRe�nery Maximize purity, Re�nery, Valves, pumps Temperature,ontroller yield, safety operators heaters, displays pressure,hemial sensorsInterative Maximize Set of students, Display Keyboard entryEnglish tutor student's sore testing ageny exerises,on test suggestions,orretions
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Properties of Task Environments

Environments an be ategorized by several aspets suh as

➤ Fully vs. partially observable state of the environmentAlso: e�etively fully observable

➤ Deterministi vs. stohasti outomes of agent's ations

➤ Episodi vs. sequential

➤ Stati vs. dynamiAlso: semidynami (performane degrades over time)

➤ Disrete vs. ontinuous

➤ Single agent vs. multiagent (ompetitive or ooperative)
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Examples. Analyzing properties of a number of familiar environments.
Environment Accessible Deterministic Episodic Static Discrete

Chess with a clock Yes Yes No Semi Yes
Chess without a clock Yes Yes No Yes Yes
Poker No No No Yes Yes
Backgammon Yes No No Yes Yes
Taxi driving No No No No No
Medical diagnosis system No No No No No
Image-analysis system Yes Yes Yes Semi No
Part-picking robot No No Yes No No
Refinery controller No No No No No
Interactive English tutor No No No No Yes

➤ Some of the properties are dependent on how the environmentsand agents are oneptualized.© 2008 TKK / ICS
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4. STRUCTURE OF AGENTS
➤ The goal is to design an agent program whih implements themapping from perepts to ations.
➤ An arhiteture is a omputing devie that makes pereptsavailable, runs the program and feeds ation hoies to atuators.

➤ Summarizing: agent = arhiteture + program.
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Agent Programs

A skeleton for agent programs:

➤ A single perept is obtained as input.

➤ Memory is used for storing the perept history (if neessary).

➤ The program hooses and outputs an ation to be exeuted next.

function SKELETON-AGENT( percept) returns action
static: memory, the agent’s memory of the world

memory UPDATE-MEMORY(memory, percept)
action CHOOSE-BEST-ACTION(memory)
memory UPDATE-MEMORY(memory, action)
return action

➤ The performane measure is not a part of the program.

© 2008 TKK / ICS
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Using Lookup Tables

➤ An agent program that looks up the ation from a table:

function TABLE-DRIVEN-AGENT( percept) returns action
static: percepts, a sequence, initially empty

table, a table, indexed by percept sequences, initially fully specified

append percept to the end of percepts
action LOOKUP( percepts, table)
return action

➤ Drawbaks of lookup table agents:1. The lookup table beomes easily very large(a hess playing agent would need a table with 35100 entries).2. The table is di�ult to build and maintain.3. The resulting agent does not have autonomy at all.4. It would take forever to learn the right values for all entries.© 2008 TKK / ICS
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Di�erent Kinds of Agent Programs

In the sequel, we will onsider four kinds of agent programs:
➤ Simple re�ex agents

➤ Model-based re�ex agents

➤ Goal-based agents

➤ Utility-based agentsThen we disuss a general way to inorporate learning into these.
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Simple Re�ex Agents
➤ Condition-ation rules provide a way to represent ommonregularities appearing in input/output assoiations:if ar-in-front-is-braking then initialize-braking

➤ It is even possible to learn suh rules on the �y.
➤ Humans also have many suh onnetions some of whih arelearned responses and some of whih are innate re�exes(suh as eye blinking in order to protet the eye).

➤ Mimiking re�exes of living reatures, a re�ex agent hooses thenext ation on the basis of the urrent perept.

➤ No trak of the world/environment is kept.
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➤ The struture of a simple re�ex agent as a shemati diagram andthe orresponding skeletal agent program:

Agent

E
n

viro
n

m
en

t

Sensors

What the world
is like now

What action I
should do nowCondition−action rules

Actuators

function SIMPLE-REFLEX-AGENT( percept) returns action
static: rules, a set of condition-action rules

state INTERPRET-INPUT( percept)
rule RULE-MATCH(state, rules)
action RULE-ACTION[rule]
return action

➤ Rules provide an e�ient representation, but one problem is thatdeision making is seldom possible on the basis of a single perept.© 2008 TKK / ICS
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Model-based Re�ex Agents

➤ The hoie of ations may depend on the entire perept history.

➤ Sensors do not neessarily provide aess to the omplete state ofthe environment.

➤ The agent keeps trak of the world by extrating relevantinformation from perepts and storing it in its memory.

➤ Using a model of the environment, the agent may try to estimate1. how the environment evolves in the (near) future, and2. how the environment is a�eted by the agent's ations.Example. In our taxi driving example, ations may depend on thestate, e.g. the position of an overtaking ar.
© 2008 TKK / ICS
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➤ A shemati diagram and a skeletal agent program for amodel-based re�ex agent:

Agent

E
n

viro
n

m
en

t

Sensors

What the world
is like now

What action I
should do now

State

How the world evolves

What my actions do

Condition−action rules

Actuators

function REFLEX-AGENT-WITH-STATE( percept) returns action
static: state, a description of the current world state

rules, a set of condition-action rules

state UPDATE-STATE(state, percept)
rule RULE-MATCH(state, rules)
action RULE-ACTION[rule]
state UPDATE-STATE(state, action)
return action
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Goal-based agents
➤ Knowing about the urrent state of the environment is notneessarily enough for deiding what to do.
➤ In addition, the agent may need goals to distinguish whihsituations are desirable and whih are not.
➤ Goal information an be ombined with the agent's knowledgeabout the results of possible ations in order to hoose an ationleading to a goal.
➤ Problem: goals are not neessarily ahievable by a single ation.

➤ Searh and planning are sub�elds of AI devoted to �ndingations sequenes that ahieve the agent's goals.
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➤ A shemati diagram for a goal-based agent:
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Actuators

➤ Additional �exibility ompared to previous designs: the behavior ofa goal-based agent an be hanged by hanging its goal(s).© 2008 TKK / ICS
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Utility-based agents

➤ Goals alone are not su�ient for deision making if there areseveral ways of ahieving them.

➤ Further problem: agents may have several on�iting goals thatannot be ahieved simultaneously.

➤ If an agent prefers one world state to another state then theformer state has higher utility for the agent.

➤ Utility is a funtion that maps a state onto a real number.

➤ A utility funtion an be used for (i) hoosing the best plan, (ii)resolving on�its among goals, and (iii) estimating thesuessfulness of an agent if the outomes of ations are unertain.
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➤ A shemati diagram for a utility-based agent:
Agent
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How happy I will be
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Actuators

➤ An agent that possesses an expliit utility funtion an makerational deisions, but may have to ompare the utilities ahievedby di�erent ourses of ations.© 2008 TKK / ICS
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Learning Agents
➤ A learning element is responsible for improving the performaneelement, whih orresponds to an entire agent.
➤ The learning element gets feedbak from a riti on theperformane of the agent.
➤ A problem generator suggests ations that will lead to new andinformative experienes.
➤ Sometimes the perepts of the agent inlude rewards or penalties(suh as pain and hunger) that an be utilized in learning.
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➤ A shemati diagram for a learning agent:
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Programs Simulating Environments

procedure RUN-ENVIRONMENT(state, UPDATE-FN, agents, termination)
inputs: state, the initial state of the environment

UPDATE-FN, function to modify the environment
agents, a set of agents
termination, a predicate to test when we are done

repeat
for each agent in agents do

PERCEPT[agent] GET-PERCEPT(agent, state)
end
for each agent in agents do

ACTION[agent] PROGRAM[agent](PERCEPT[agent])
end
state UPDATE-FN(actions, agents, state)

until termination(state)

➤ Agents are typially designed to work orretly in a lass ofenvironments (that has to be overed by a simulator somehow).

➤ Agent programs should not have other aess than perepts to thestate of the program simulating their environment!© 2008 TKK / ICS
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➤ The performane of agents an be measured by inserting speialmeasurement ode to simulator programs.

function RUN-EVAL-ENVIRONMENT(state, UPDATE-FN, agents,
termination, PERFORMANCE-FN) returns scores

local variables: scores, a vector the same size as agents, all 0

repeat
for each agent in agents do

PERCEPT[agent] GET-PERCEPT(agent, state)
end
for each agent in agents do

ACTION[agent] PROGRAM[agent](PERCEPT[agent])
end
state UPDATE-FN(actions, agents, state)
scores PERFORMANCE-FN(scores, agents, state)

until termination(state)
return scores /* change */

© 2008 TKK / ICS

AB

T-79.5102 / Autumn 2008 Intelligent Agents 31

SUMMARY
➤ An agent program maps a perept (sequene) to an ation.
➤ Agent = arhiteture + agent program.
➤ A rational agent tries to maximize its performane measure.

➤ Task environments an be desribed by PEAS desriptions.

➤ Various agent types: re�ex agents with(out) internal state,goal-based agents, utility-based agents.

➤ Important aspets of agent program design:e�ieny, ompatness, �exibility.
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QUESTIONS

➤ Analyze soer playing agents by writing down1. a PEAS desription and2. the main properties of the environment.

➤ Consider the following designs for soer playing agents:1. Simple re�ex agent2. Model-based re�ex agent3. Agent with expliit goals4. Utility-based agent5. Learning agentWhat kind of funtionality an be implemented in terms of these?
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