T-79.3001 Logic in computer science: foundations Spring 20
Exercise 8 (NS, 1997], Predicate Logic, Chapters 4 and 9)
March 27-29, 2007

Solutions to demonstration problems

4. Let Rbe a binary predicate with interpretatig C U x U (the seU is the
domain of structure). In the following table we give definitions for some
properties of relatioR’.

Property Definition

reflexivity — VXR(X, X)

irreflexivity  Vx-R(X,X)

symmetry  Vx#y(R(x,y) — R(Y,X))
asymmetry VXVy(R(x,y) — —R(y,x))
transitivity  VxvWz(R(x,y) AR(Y,z) — R(X,2))
seriality Vx3IyR(X,Y)

Consider a domail) consisting of people. Give examples of relatiéis
(0 c R® c U?), that have properties described above.

Solution. The graphs given below illustrate different propertiesatétions.
Here the nodes are the elements in a structure and there digarbetween
two nodesx € A,y € Aif and only if R(x,y) is true forx,y.

AR e

Reflexivity (VXR(x,x)) means that every node in the graph has an edge to
itself and irreflexivity {x—R(x, X)) means that no node has an edge to itself.

First of the graphs is reflexive, the second irreflexive ardttird is neither
reflexive nor irreflexive.

Symmetry ¥xvy(R(x,y) — R(Y,X))) means that whenever there is an edge

from x toy, there is also an edge frogto x. Asymmetric Fxvy(R(x,y) —
=R(y,x))) graph has no edge fromto x if there is edge fronx to y. The
first graph is symmetric, the second asymmetric and the thindither.

In a transitive graphWxvyvz(R(x,y) A R(Y,z) — R(X,2))) if there is a path
from x to y along the edges, then there is an edge fraimy in the graph.
The second graph is transitive.

In a serial graphYx3yR(x,y)) there is at least one edge from each nrede
The first and the third graph are serial.

Now define relationd (x,y) (x knowsy), N(x,y) (x is married tay), V(X,y)
(yis a parent ok) ja E(x,y) (yis an ancestor of). There relations have the
following properties.

Relation | refl. | irrefl. | symm.| asymm.| trans.| serial.
knows * * *
married to * *

parent * * *
ancestor * * * *

. Show that the following sentences are not valid by constrga structure

in which the sentence is false, i.e., construct a countarrgke.

a) Vx3AyP(x,y) — JyvxP(x,y)
b) IX(P(X) VQ(X)) — IxP(X) A IxQ(X)
c) Vx(P(x) — R(X)) V =¥Xx(P(x) — —R(X))

Solution.

a) Considers with domainU = {1,2} andP® = {(1,1),(2,2)}. Now it
holds s |= Vx3JyP(x,y) ands (= 3yvxP(x,y) (there is no value foy
such that for alk we would havex,y) € P$). Thus the implication is
falseins.

b) Considers with domainU = {1} andP* = {1},Q" = 0. Now the left
side of the implication is true and the right side falseirands is a
counterexample.

c) Consider with domainU = {1} jaP* =0,R® = {1}. NowVx(P(x) —
R(x)) is true ins since the left side of the implication is false.4n Si-
milarly s = Vx(P(x) — —R(X)).

6. Transform the following sentences into conjunctive norfoam and per-

form skolemization.

a) Vy(3xP(xy) — v2Q(Y, 2)) A TFy(VXR(X,Y) V ¥XQ(X,Y))
b) IXVYR(X,y) < YyIXP(X,Y)

c) VxAyQ(x,y) V (IXVYP(x,y) A =Ix3IyP(X,y))

d) —(Vx3yP(x,y) — IXIYR(X,y)) AVX-3yQ(X,Y)



Solution.

— Remove connectives> and+«.
— Negations in, quantifiers out.

a)

Use distribution rules to obtain CNF / DNF.

W(EXP(X,y) — V2Q(Y, 2)) Ay(VXR(X,Y) VVXQ(X,Y))
=VY(=3IXP(x,Y) VVZQ(Y, 2)) AJy(VXR(X,Y) VVXQ(X,Y))
=VY(Vx=P(X,y) VVZQ(Y, 2)) AJy(VXR(X,Y) V VXQ(X.Y))
=3y1(WY(VX=P(x,Y) VVZQ(Y,2)) A (VXR(X, Y1) V VXQ(X,y1)))
=3y1VY2((YX-P(X, ¥2) V VZQ(Y2,2)) A (VXR(X, Y1) V VXQ(X,Y1)))
=3Y1VY2Vx VXV2VX3((—P (X1, Y2) V Q(Y2,2)) A (R(X2,¥1) V Q(X3,¥1)))

This is the Prenex normal form and the part inside quantifeeia
CNF. Skolemization:

VY2Vxe VXV 2Vx3((—P(X1, Y2) V Q(Y2,2)) A (R(X2,€) V Q(X3,C)))

VxAyQ(x,Y) V (IXVYP(x,y) A =3xIYP(X,y))
=VxAyQ(x,Y) V (IXVYP(X, y) AVXVYy-P(X,y))
=VxAyQ(X,Y) V Ix1Vy1VxaWy2(P(X1, Y1) A —P(X2,y2))
=31 VXa3YaVy1VxeWy2(Q(Xs, Y3) V (P(X1,¥1) A ~P(X2,Y2)))

This is the Prenex normal form and we continue to get CNF.
Ix1VX33y3Vy1VxaVy2((Q(X3, Y3) VP (X1, Y1) A (Q(X3,Y3) VP (X2, ¥2)))
Skolemization:

VXaVy1Vx2Vy2((Q(Xs, f(X3)) V P(C,y1)) A (Q(Xs, T(X3)) V-P(X2,¥2)))

7. Use the rules in Lemma 9.1 [NS, 1997, page 129] to obtain rfiaethe

following cases.

a) Vx@(x) — W
b) Ixp(x) — W
X

€) ¢— Vxy(x)
d) ¢— IxP(x)
Solution.
a)
VXQ(X) — P

=-Vx@(X) V P
=3x-@(X) V Y
=3xa(~0(x1) V)
=3x(@(x1) — W)

b) Similarly, Ix@(x) — W= Vx1(@(x1) — W).
c)

@ — Vxy(x)
==V VXY(X)
=Vxa(—QV W(x1))
=Vxa(@— W(xa))

d) Similarly,— 3IxP(x) = Ix1(@— Y(x1)).
8. Transform the following sentences into clausal form.
a) ~3x((P(x) — P(a)) A (P(x) — P(b)))
b) VyaxP(x,y)
c) —VyaxG(x,y)
d) Ivy3z(P(x,2) VP(zy) — G(x,y))
Solution.

a) Sentence:3Ix((P(x) — P(a)) A (P(x) — P(b))):
Eliminate implications=3x((—P(x) vV P(a)) A (-P(x) V P(b))).
Push- inside3dx:
Vx=((=P(x) VP(a)) A (=P(x) vV P(b))).
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Push negations inside the formula:

Vx((P(x) A=P(a)) Vv (P(x) A —=P(b))).
Bring P(x) outside:¥x(P(x) A (—P(a) v -P(b))).
Drop universal quantifier®(x) A (-P(a) vV =P(b)).
Clausal form{{P(x)}, {-P(a), =P(b)}}.

Sentenc&y3xP(X,y):
Skolemization¥yP(f(y),y).

Drop universal quantifier®(f(y),y).
Clausal form{{P(f(y),y)}}.

Sentence-vy3xG(x,y):

Push- insideVy: 3y-3xG(x,y).

Push— inside3x: Iyvx—G(x,y)

Skolemization¥x—G(x,c).

Drop universal quantifiers:G(x, c).

Clausal form{{-G(x,c)}}.

Sentencéxvy3z(P(x,z) V P(z,y) — G(x,Y)):

Eliminate implication3xvy3z(—~(P(x,2) V P(z,y)) V G(X,y)).
Push negations inside:

Ixvy3z((—P(x,2) A=P(z,y)) V G(X,Y)).
PushG(x,y) inside the formula:

IvY3Z((-P(x,2) VG(xy)) A (-P(2Y) VG(X,Y))).
Skolemization¥y3z((—P(c,2) v G(c,y)) A (=P(z)y) VG(c,Y))).
Skolemization¥y((—P(c, f(y)) vV G(c,y)) A (=P(f(y),y) VG(c,y))).
Drop universal quantifiers:

(-P(c. () VB(e.y) A (-P(F(y),y) VG(c.y)).

Clausal form:
{{_‘P(C’ f(y))7 G(va)}v {_‘P(f(y)vy)v G(C7y)}}



