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The Goal

E To develop a multicast protocol to deliver the multicast
with high degree of reliability in a dynamic multicast
group mm a mobile ad hoc network

E The protocol should be able to adapt to a variety of
circumstances

> Proactive Components

4 To anticipate the future events

> Reactive Components

¢ To deal with events that have not been foreseen

B The protocol should use the network resource efficiently




Challenges

B There are three source of challenges
> Network-centric challenges
4 Infrastructureless network
> Device-centric challenges
¢ Limited transmission range, memory, storage, and power
> Medium-centric challenges

¢ Limited bandwidth, interference and packet collision

> Challenges due to the “Multicasting Problem ™

¢ Complex problem
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Communications Categories

B Based on the number of senders and receivers,
communications can be categorized mto:

> Unicast

¢ One-to-One communication

» Broadcast

¢ One-to-All communication

ulticast
4 One-to-Many communication

¢ Many-to-Many communication

Unicast Multicast Broadcast

P [
« >
\ 4 }

Send to one Send to group Send to all
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Basic Multicasting Techniques (1/3)

B Node A sends a message for every individual node
> Intermediate nodes do not keep any copy of the routed message

» Link A-B carries 4
copies of the message

> 12 messages has been

transmitted over the @p
individual links |
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Basic Multicasting Techniques (2/3)

E Each node forwards a copy of the incoming message to
the recervers

> Assuming that intermediate nodes keep a copy of the routed
message

> Total number of
transmitted message 1s 7

> Each link carries one copy
of the message
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Basic Multicasting Techniques (3/3)

® Send multiple messages i one transmission burst . . .

> Assuming that multiple nodes can receive a message as long as
each 1s 1n the transmission range of the sender

®
> Total number of N 4//
transmitted message is 4 Z@Z\
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Classification of Routing Protocols

B Table-Driven (Proactive) Protocols
» Maintain current information on all reachable destinations

> Nodes are required to maintain one or more tables for routing
information

B On-Demand (Reactive) Protocols
> When route 1s needed

4 Route Discovery

4 Route Maintenance
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Table Driven Routing

B Referred to as “Proactive Routing”
B Maintain current information on all reachable destinations

> Nodes are required to maintain one or more tables for routing
information

> Tables are exchanges between nodes
® Pros.

> Routing info is immediately available

B Cons.
> Requires periodic updating of routing tables
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On-Demand Routing

B Referred to as “Reactive Routing”

B When a route 1s needed
> Route Discovery
> Route Maintenance

E Pros.

» [ess overhead to discover the needed routes

E Cons.
> Longer delay in getting packets to the destination
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Source Routing Routing

® Lists each hop to the path in the packet header
B Requires no mmformation to be kept in the nodes

E Pros.
» [ess overhead to the intermediate nodes

E Cons.
> Larger packet size

-ﬂm Networks/ 03/29/04 16



Lk State Routing

® Each node in the network maintains a database describing
the network topology

B Message are regularly exchanged between neighbors to
determine the local neighborhood

E Pros.

> Routing decisions can be made easily

E Cons.

> High amount of information 1s exchanged between nodes
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Distance-Vector Routing

B Keeps the distance to reachable nodes m order to
determine the next hop

E Pros.

> Only next hop information 1s passed between nodes

B Cons.

> Only one route 1s known from a node to each of the accessible
nodes instead of the entire or localized topology

-.&-Hoc Networks/ 03/20/04
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Multicasting and OSI Model

4 . . . . R
Multicasting Applications:
The applications that rely on the multicast network services to establish
_and maintain communication y
e M

Multicasting Session:

Keeping track of multicasting groups
- J

e ; ; ™

Multicasting Transport:

TCP 1s not adequate to support multicasting because of the
\acknowledgements. UDP is widely used for multicasting v,
e ™

Multicasting Network Layer:

Multicast group addressing
- J
e ; ™

Multicasting and Data Link Layer:

IP is used.
| ATM and Frame-relay are not adequate to for multicasting v,

\

Multicasting Physical Layer:

Not affected.

\_ J
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ROMR Efficiency Techniques

B ROMR address efficiency i two ways
> ROMR waits until the number of intact trees reaches a
threshold before recalculating and redistributing the trees
¢ Reduces the number of tree set packets that must be distributed
> ROMR uses Forward Error Correction (FEC) to encode &

packets from the sender as n packets where n 1s the number of
multicast trees

4 The receiver needs to receive any k of the packets




ROMR Parameters

B The actual number of trees created is a function of
> The specified reliability level
> The topology of the network

B Three values have to be specified
> Minimum Number of Trees to be formed ()
> The Reliability Threshold ()
> Link Reuse Factor (p)
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ROMR Reliability Level

B The desired rehability level can be set using the following
parameters
» Reuse Factor (RF)

¢ The percentage of links in a tree that are eligible to be used in the
next tree (0 <RF <1)

@ RF = 0 =» disjoint trees =» increasing the use of network resources
> Weight Threshold (WT)
> Minimum Number of Tress
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ROMR Group Management

®E Group Types
> Open Group

¢ Non-members may send messages to the group members

> Closed Group

¢ Restricted to only the members of the group

B Joming and Leaving
> Nodes are allowed to join or leave the group

E Group Destruction
> Can be executed by the group owner

-.&-Hoc Networks/ 03/20/04
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ROMR Layered Architecture

Membership Component
Group Management P P

Tree Maintenance Tree Component
Multicast Application
Multicast Session ubP
Transport Layer - -
_______ Multlcast Routlng Routing Component
NEtwork Loy LS Unicast Routing
g Link Lo Link Monitor Link Component
Physical Layer




ROMR Lk Component

B Monitors the strength of the radio signal from
neighboring nodes

B Determies the weights associated with adjacent links

E The probability that the link will exist during the next
time mterval given that 1t existed in the most recent time
interval
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ROMR Tree Component

B ROMR computes multiple multicast trees that may be
interconnected through the sharmg of rehable links

B Maintains the trees as the group membership and
network topology changes

E The target 1s to have a set of n possibly interconnected
multicast trees connecting a single source to a set of
receivers

B Tree Component determines two values

> n: the number of trees to be created

> k: to be used 1n (n,k) encoding scheme
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ROMR Routing Component

¥ Has two complementary parts

> Process packets that come from upper layers addressed to the
group address
4 Buffers k of the packets addressed to the group
% Applies (n,k) FEC before sending the n encoded packets to MAC
layer
> Examine the data packets that are received from the MAC
layer from another node
4 If the nodes 1s Relay node

@ then it forwards the packet
@ Caches the sequence number to prevent routing loops

4 [f the node is a group member

@ Buffers incoming packets addressed to group until k packets have been
received

@ Decodes the packets and passes them to the upper layer
in Ad-Hoc Networks/ 03/29/04 28




ROMR Membership Component

B Services the jom and leave requests

B Keeps the tree component mformed of the current

membership lists

E The major duty of the Multicast Manager (MM) node

B The MM duties can be hanc
®E Any node may join the grou;

ed over to another node
» by contacting the MM

B The MM address can be looked up from the DNS (or

similar registration system)

-mAd-Hoc Networks/ 03/20/04
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Node States (1/2)

d
Diefault sanderiV J

a
Sender ]
- Relay
Recaiver h

‘ Recsiver F!elaﬂ Events:
a: accept MM duties

; J d: delegate MM duties
J: Join the group

AR L: leave the group
’ r: get tree packet designating
node as relay

=1: start the session
s2: stop the session
| t: relay time out

RelayMN

Recapmerhh
"| RecRela v
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Node States (2/2)

® Node Basic States

> Default
4 The node is not associated with a multicast group in any way

> Multicast Manager

¢ The node 1s responsible for performing the duties of two components
@ Tree component
@ Membership component

> Sender
¢ Source node
» Recelver

¢ Detect the duplicate pacekts
4 Decode the received packet

> Relay

¢ Intermediate nodes

-m Networks/ 03/29/04 31




Composite States

B Sender + Multicast Manager

E Recerver + Multicast Manager

E Relay + Multicast Manager

E Receiver + Relay

E Receiver + Relay + Multicast Manager
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ROMR Link Availability

B The ROMR approach

> A node computes the area 1n which a neighboring node 1s likely
to be 1n the near future

> The node examines the portion of that area which overlaps the
transmission range of itself

> A weight 1s assigned to the link 1s the ratio of the overlap area
to the possible location area
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Lk Availability Weights (1/2)

B Lk Weight is a function of

> The average signal strength received from the transmitting node
at time ¢,

> The average signal strength received from the transmitting node
at time ¢+ At
E The power of the transmitted signal at the sender is
assumed to be constant over At
E The intersection of the locus of next possible locations

with the transmission range locus gives the link weight
estimate
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Lk Availability Weights (2/2)

E Path Loss model has to be mcorporated in the Iink
availability calculations

1 n
P =P
r t£4ﬂ:]/f] g[gr

\ N ’
\ ~ 7 /
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AY N . , , 4
r
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Link Availability Estimation (1/4)

Theorem 1 If pg s the power of the signal recerwed by node n from node m at tume £;,
p1 s the power of the signal received by node n from node m ot tame £; + At

Din 15 the mintmum power level that node n can receive,

1 Apnpm +P1Pm P10 —
< arnd = =
Pa= P, Proo o PUEL = |

tume t; + 2t is

—1, +1]|. then the probability that hink (m,n) will exst at

a ( — 48popm — Svpovpr (008 3) pp + 2 (cos Fsin 3) p1pm — 20p1pm
- Aypopm + 84/Poy/pr (COSY) pm — 2 (COSy SNy ) p1Pm + 29P1Pm
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Link Availability Estimation (2/4)

Theorem 2 If py i5 the power of the signal recewved by node n from node m at time t;,
py s the power of the signal received by node n from node m at tume t; + Af,

P 15 the mainumum power level that node n can recerve,

po < p1, and %4’}“’]";:3%*”?” ¢ |—1,+1]. then the probabiity that link (m,n) well exist al

time £; + 2A¢ s 1.0.




Link Availability Estimation (3/4)

Theorem 3 If py is the power of the signal recewved by node n from node m al time ;.
p1 s the power of the signal received by node n from node m at time £; + At,

DPm 15 the mimimum power level that node n can recerve,

p1 < pg. and % F”P’;:i”;’; Bl = =1, +1], then the probability that link (m,n) well exist af

time t; + 2At s

|
) e -
SPmT (Zpn + p1)
+2 (cosysiny) p1pm — 29P1Pm + VPmy/Po (SN ) py + p1pom — pipoa)

14 1 s
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Link Availability Estimation (4/4)

Theorem 4 If py is the power of the signal received by node n from node m at time &;.
Py s the power of the signal received by node n from node m at time £; + At

Pm 15 the minvmum power level that node n can receive,

: Papi /PP .5
i < ng . fxfmf 1 4P0Pm +P1 Pm —P1 P —1.+41]. and p,, < — then the probahilits
P1 = Pu; pm o POPL ‘fi—‘ | ' | Pm 4pn. Pop1 —4dpop +P1./PoP1 I o

that link (m.n) well exist at time t; + 2A¢ is 1.0

Theorem 5 [If pg s the power of the signal recewved by node n from node m at tone t;.
p1 s the power of the signal recerved by node n from node m at time £ + AL,

P 15 the minimum power level that node n can receve,

< P, Doy = it it arid 14p']pm+p” i3 e ] T then the probability that
P1 = P0- Pm = Jo0 5epr —dpopi+p1. bt P POPT 3 L, th e /
Link (m.n) will enst at time t; + 2A¢ s Dup
[' 1 1) R o 4 |  pmidpo+2p1]
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Simulation Setup: Fixed Parameters

E Simulation Area: 1000 m x 1000 m

B Mobility Model: Random Waypoint

E Speed: constant

® Radio Frequency: 2.4 GHz

B Bandwidth: 11 Mbps

B Transmit Power: 20 dBm

E SNR: 10

E Receiver Sensitivity: -78 dBm

B Traffic Model: CBR (0.5 packet /sec, 512 bytes)

B Simulation Time: 10 minutes
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Stmulation Setup: Variable Parameters

®E Network Density:

> 10 nodes (sparse)
> 30 nodes (medium)
> 50 nodes (dense)

B Group size: 50% , 20% or 10% of the network size
B Speed: 0 to 30 m/sec

E Mmimmum Number of Trees (u): 2
E Mmimmum Cumulative Weight Threshold (t): 0.15

E Reuse Factor (p): 0.5
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Simulated Protocols

E The following protocols were simulated
> molsr: Multicast version of OLSR

> romrOff: All links were assumed to have equal weights
> romrOn: u=2,t=0.15,p=0.5

> romr25Thresh: p=2,t=0.25, p=0.5

> romr3Trees: u=3,t=0.15,p=0.5

E Simulation Tool: GloMoSim
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Stmulation Results: Packet Delivery

Average End-to-End Packet Delivery

100 .

96 =

a4 -

% of packets received

gn | | | | |
molsr romrion rormirff romraT ress romr2s Thresh

Friotocial
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Simulation Results: Protocol Overhead

Comparison of Amount of Control Bytes

Ste;nerl:it:-mr
40000 H —mmmm- SPRomr |

25000 - -

20000 - %

25000 - =

bytes

20000 - -

15000 —

10000 .

S000 - =

0.5 1 5 10 20 20

meters per sec —
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Packets Rec'd: 30 nodes 15 member
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Packets Rec'd: 50 nodes 25 member
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Results Comparison

HomrOn vs RomrOif]

omrOn vs MOLSR

omriin

ktsReo

I
['I

RomrOf
Plt=sRec

RomrOn

PlisBec

MOLSRE

PltsHee

Mean

260 50)

266,14

Mean 260 50 253.04
Variance 450 553.92 Variance 4.50 26.45
Ohservations 2l 2166 Observations 2160 2160

tomron ve Bomra lrees

tomrOn ve Bomr25 T hresh

RomrOmn

PktsRee

romra Trees

PktsRec

RomrOmn

PlisRee

rormr25 T hresh

PktsRec

Mean 269 .50 2hHN.R2 Mean 2609 .50 JH0 R
Variance 4.50 G Variance 4. .50 ) GG
Orh=ervations 2160 2160 Ohservalions 2160 2160

Romr3Trees vs Romr25 T hresh

Romralrees

Homr25 Thresh

PkisRee PkisRoco
Mean 268,82 269.18
Variance 0.0 4066
Obsorvations 2160 2160
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Conclusions

E The overall packet delivery (to members) ratio has
increased

B ROMR incorporates a number novel algorithms
> Forward Error Correction

> Steiner-Tree Approximations
> Link-Availability Estimates
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Critique (1/2)

B The increase 1n the packet delivery ratio comes with high
cost

> High overhead

> High end-to-end delay

> Power and Memory consumption

4 Due to the complex link-availability algorithms

B The Iink availability calculations were based on a
simplified path loss model p—p 4; y jh 2 g, wheren =2

> However, the situation 1s not so simpleé when it comes to the
path loss 1n the real life

¢ Many path loss models are different propagation conditions
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Critique (2/2)

E No explanation of simulation results
> No comments on the fluctuation of the results!

E Personal Opinion

> Not so “beautiful’” dissertation !

' T
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Thank You!

) ¥

mwks/ 03/29/04




Abbreviations
ABR Associativity-Based Routing
AODV Ad-hoc On-Demand Distance Vector
CGSR Clusterhead Gateway Switch Routing
DSDV Destantion-Sequenced Distance Vector
DSR Dynamic Source Routing
FSR Fisheye State Routing
LAR Location-Aided Routing
OLSR Optimized Link State Routing
SSA Signal Stability-based Adaptive Routing
STAR Source-Tree Adaptive Routing
TBP Ticket Based Routing
TORA Temporally Ordered Routing Algorithm
WRP Wireless Routing Protocol
RoMR Robust Multicast Routing
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