Ruggedness and Neutrality 1

T-79.300 Postgraduate Course in Theoretical Computer Science

Ruggedness and Neutrality

Pekka Isto

Introduction

Fitness landscapes have been proposed as atheoretical construct for investigating and explaining a range of
phenomena from biology, physics and combinatorial optimization. A simple definition of afitness
landscape can be given as atriple (V, E, f), where Vis a set of vertices, E is aset of undirected edges
between the vertices of V, and f:V—/Ris an arbitrary function. The vertices of V are called configurations
and two configurations are called neighbors, if there is an edge in E between the corresponding vertices of
V. The function f is called the fitness function, and the values of the function on a particular vertex xeVis
called the fitness of the vertex. In combinatorial optimization, landscape properties may prove to be useful
in explaining why some problems are difficult and why some heuristics or exact algorithms perform better
than others for a given problem. The Traveling Salesman Problem (TSP) is a prototypical problem in
combinatorial optimization and one that has been a subject of extensive research. It is known that small
modifications to the basic TSP problem can cause significant differencesin the performance of aternative
solution techniques[1]. The hypothesisis that the differences can be explained by the properties of the
corresponding landscapes, in this particular case, by correlation between the neighboring configurations.

Ruggedness and neutrality are two related but independent characterizations of alandscape. Ruggednessis
informally defined as the opposite of smoothness [2]. More formal definitions have been based on the
correlation structure of the landscape and on the sizes and distribution of the local minima of the fitness
function f. Neutrality describes the degree to which neighboring configurations of the landscape have the
same fitness value.

Ruggedness and neutrality are just two conceptsin awider pursuit for atheory of landscapes. Weinberger
statesin his paper asthe goal to derive a mathematical model that allows derivation of statistical properties
of the landscape with “moderate” amount of data about the landscape [2]. His intention isto ultimately
develop atheory that would classify different types of landscapes. When fully developed, the theory would
provide pragmatic benefit of guiding the selection of optimization technique for each problem by its
landscape type. From theoretical point of view, the landscape theory could complement the traditional
complexity theory.

This paper is organized as follows. Next section defines ruggedness as autocorrelation of the landscape.
The following sections present measures of local optima and barriers of the landscapes. Then, a brief
section on neurality follows. The final section presents some concluding remarks.

In order to ease the reading of the full developmentsin the original papers, the definitions, lemmas and
collorariesin this paper retain the numbering of the original papers. The original numbering and the
bibliographical reference are used as a cross-reference within this paper. Definitions etc. are presented
verbatim as much as possible.

Ruggedness as Autocorrelation

The characterization of the ruggedness of alandscape by its autocorrel ation appears to originate in the work
of Weinberger [2]. He considers the fitnesses of the configurations as random variables with ajoint
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Gaussian distribution and obtains an exponentially decaying random walk autocorrel ation function for such
landscapes. Stadler derives similar result in awider context of elementary landscapes [4]. The definition of

an elementary landscape relies on the definition of the graph Laplacian. Let I'=(V,E) be a directed graph
and xeV avertex of T". Furthermore, let A be the adjacency matrix of I" so that

Adif 1 if{xyleE
0 otherwise

Definition [4]. Let D be the diagonal matrix of vertex degrees, i.e., Dy isthe number of edges incident into
X, and let A be the adjacency matrix of I". Then the matrix

-A=D-A

iscalled the Laplacian of T". For D-regular graph, i.e., graphs for which all vertices have degree D, this
becomes A=A -DI .

Let {qoi }denote acomplete ortonormal set of eigenvectors of the graph Laplacian —A . Then the following
expansion is called the Fourier expansion of the landscape:

v
F() =D a0,(%).
i=1

With these preliminaries, the definition of an elementary landscape can be presented.

Definition [4]. A landscape f:V—/R is elementary if there are constants f* and A such that
Af+A(f-f"1)=0.

where 1 isavector with al entries equal to 1.

Additional definitions are required to present further characterization of elementary landscapes.

Definition [4]. For each landscape f:V—/R we define

fﬂiﬁ > f(X) afﬁi z[f(x)-f]:f'z—fZ

xeV | xeV

A landscape with 2 = Oiscalled flat.

It should be noted that alandscapeis flat if and only if f is constant. Clearly, f isthe mean of the

landscape, and o*? can be interpreted as the variance of the landscape. However, both are functionals of f
and are not “statistical” in the sense of being probabilistic quantities.

Thefollowing lemmawill give afurther characterization of elementarity and later provide a bridge between
elementarity and correlationa propertiesin the sketch of proof for theorem 1[4].

Lemma 3 [4]. A non-flat landscape on a connected graph T" is elementary if and only if

f(x)=f+p(x) VxeV,
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where ¢ is an eigenfunction of A with eigenvalue A>0.
Several definitions and lemmas are needed for the derivation of the autocorrelation functions for

landscapes. First, for the “random walk” autocorrelation on V, the expected autocorrelation of atime series
{f(xq), f(x1), ...} along the walk {xq, X1, ...} is defined as

e (FO)F0),, —(F D), (F D),
r(s) = 2 2
JEre), =(roon, Koy, ~(f),.)

where the expectation is take over the all “times’ in the random walk and all initial conditions X,.

Noting that theinitial conditions are uniformly distributed allows the simplification
w (F()F (%)), ~(FO)),

I’(S)Z 2

(fo07), ~(FO),,

X0t

This simplification takes advantage of the fact that since the expectation is taken over all initial conditions

<f (X1+S)>x0,t = < f (Xt»xo,t ’

def
Two lemmas are necessary for the proof of the following corollary. Let T = DA .

Lemmal [4]. Let T bearegular graph and let F:V—/R be arbitrary function. Let {x;} be asimple random
walk onT. Then

(Fx),. =F

Lemma2[4]. LetT bearegular graph, and let F:VxXV—/R . Then

X,yeVvV

1 s
(Fax)),, = Vi SF(xy) [TL
Let (a, b) signify the dot product of a and b. Finally, the autocorrelation function on aregular graph can be
presented as a corollary.

Corollary 1[4]. Let f:V—/R be anon-flat landscape on a D-regular graph I" with adjacency matrix A. Then

i(f,TSf)— f°

r(s ———| —
() fo—f
where T = (1/D)A.

Sketch of proof. The result follows by application of lemma 1 [4] with F=f and F=f2 and lemma?2 [4] with
F(x,y)=f(x)f(y) and substitution into the definition of r(s).0
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Note that in the dot product of the above corollary f isto be taken as a vector of fitness values over the
configurations. This becomes more clear as the requirement of regularity is relaxed in the following.
Noting that autocorrelation isinvariant under the transformation f — f —(f) and defining f=f -(f)

with < ?> =0, the autocorrel ation can be written

UL RLC) I CHICS)
(for)=(reay — {f)

In order to present the following result further definition of notation is needed. Let
(f.g), = Zp()f(x)g'(x)

where* denotes complex conjugation. All the functions in the theory are real, but the complex conjugation
isretained to stay faithful to the original notation.

Eq (4.1) [2]. Let T be atransition matrix of areversible Markov process on V with stationary distribution
@o- The expected autocorrelation function along a T-random walk on V is

(foofy) 2 F0), Ty (1)

R (2 RS [ A S

The above eguation calcul ates the autocorrelation as the ratio between average value of the “paths’ of
length sfor all y and x biased with the stationary distribution ¢, and the expected value of the squared
fitness. Comparing to the equation of corollary 1 [4] above makes it obvious that the essential differenceis
that both the stationary distribution and transition probabilities are taken as uniform in the case of aregular

graph.

Now, combining above statements, the connection between elementarity and autocorrelation can be stated
with the following lemma.

Theorem 1[4]. Let f be anon-flat landscape on a D-regular graph I" and let r(s) be the “random walk”
correlation function of f. Then f is elementary if and only if r(s) is an exponential function, i.e., iff r(s) =p°.
Sketch of proof. Express (the vector) f as Fourier expansion f =3 a ¢, and substitute into the expression
of r(s). Noting ortogonality and normalization of ¢; will lead to significant simplification of the expression.
2
2

la

j#0 !

def
The remaining amplitudes & can be replaced with normalized amplitudes A =

yielding

r(s)=xA@L-4/D)

i#0

Now, r(t) remain exponential if and only if all nonzero A belong to single eigenvalue Ay of -A. Thisisthe

caseif and only if fisof theform f = (a0 /\/M)H @ where ¢ is an eigenvector of -A. Applying lemma 3
[4] above with compl etes the proof. O

The correlation of an elementary landscape can be described with asingle value | called correlation length:

e - 0, ifp=0
p=r()=[1-%/D) =i =1 if p=0

Injp|
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Again, the assumption of D-regularity can be relaxed to obtain autocorrel ation and correlation length with
transition matrix T [2]. Expanding f w.r.t of the eigenvectors of T, it can be shown that

()= LB (WA =)

where B; (1) are the amplitudes of f w.r.t. the eigenspacesof T.

The above autocorrelation functions are defined for time series over vertices of graph I'. The following
defines autocorrelation function for relations on V xV.

Definition 4.1[2]. Given arelation R on V xV, the autocorrelation function of f w.r.t Ris:

v D (F-)(f(y)-T)
p(R) =11 IR

R D (9= F)(f(y)- 1)

X,yevV

The autocorrelation of arelation can be seen as the ratio of scaled covariances in the relation and in the
whole graph. The autocorrelation function may have useful algebraic properties, if the partition R has
enough regularity. For details, see[4].

Table 1 presents properties of some known elementary landscapes. The problems are Not-All-Equal -
Satisfiability (NAES), weight partition (WP), graph coloring problem (GCP), p-spin, traveling salesman
problem (TSP), graph matching problem (GMP) and graph bipartioning problem (GBP). There are two
version of TSP. The cost matrix W of TSP can be uniquely decomposed into symmetric component

W° = (W +WT)/2and antisymmetric component W* = (W —WT)/2. TSP properties with both types of

cost matrix are presented into the table. Furthermore, both inversions (2-opt) and transpositions are
considered as operations for TSP producing tota of four different versions of TSP in the table.

The table gives the graph type (I') capturing the neighborhood structure of the problem, number of
neighbors each configuration has (D), the eigenvalue A of the Laplacian present in the Fourier expansion of
the landscape, correlation between neighboring configurations (o) and correlation length (1). Graphs are
Hamming graph of size n with alphabet size of . (Q_ ), graph with the symmetric group S, asthe vertex set

V and either transpositions (T) or inversions (1) as the move set defining the edge set of the graph, and
Johnson graph. Johnson graph J(n,K) is a graph with subsets of exactly k elements as the vertex set of the
graph and edges between vertices that have exactly k-1 elementsin common.

Unfortunately, interpretation of the results in the table does not give much information about the properties
of the problems. The only distinction seems to be that while for most of the problems the correlation length
isessentially alinear function of the problem size, it is afunction of inverse of the logarithm of the problem
size for the antisymmetric TSP with inversions. It meansthat for this particular TSP version, the correlation
length becomes shorter as the problems size is increased.

Stadler examines the nearest neighbor correlations (o) of TSP versions and compares those with the known
facts about the performance of simulated annealing in solving TSP [4]. A TSP with symmetric cost matrix

W has obviously only symmetric component W ° in the matrix, while TSP with asymmetric cost matrix has

both symmetric component W ° and antisymmetric component W “ in the cost matrix. The components of
the cost matrix yield components to the landscape, so that a TSP instance has an elementary landscape, if it
has either symmetric or antisymmetric cost matrix. Asymmetric TSP has a composite landscape with
symmetric and antisymmetric components. It is know that inversions are an effective move set for
symmetric TSP but a very inefficient move set for asymmetric TSP. This observation can be understood in
terms of the correlations so that inversions with symmetric cost matrix yield a single smooth elementary
landscape, but the asymmetric TSP has additional antisymmetric component with nearest neighbor
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correlation tending towards zero. In Stadler’ s words, the symmetric TSP has as smooth landscape as

possi ble while asymmetric TSP has extremely rugged |andscape. This explanation is somewhat
contradicted by the observation that 3-opt inversions have smaller correlation length than 2-opt inversions,
but still 3-opt inversions lead to better solutions[1]. Stadler and Schnabl use additional neighborhood
properties to explain away this contradictory observation, but it remains as an indication that correlation
has only limited explanatory power.

Problem r D A o I
NAES Q n 4 14 1n,1,£1+o[ij
n 4 2 3n n
WP n n 4 4 11 11 1
Q: 1-= Z“_E_ETO[F)
p-spin Qr n 2p _2p in,l,ﬂl+o[i)
n 2p 2 6n n
GCP Q! (e-1)n 200 1- 2 -1 1. « 3+o(i]
(0!—1)['] 20 2 6a-1n n
Symmetric r(s,,T) n(n-1)/2 2(n-1) 4 1 n—3—11+o[ij
TSP 1‘; 4 2 3n n
(s, n(n-1)/2 n 1— 2 %n—l—%%+o[ni)
n-1
Antisymmetric I(s,.T) n(n-1)/2 2n 4 lnﬁiho(ij
ISP 1——n_l 4 4 3n \n
r(s,,1) nn-1)/2 | n(n+21)/2 2 ﬁ—lnzln%+o(ln3n)
n-1
GMP r'(s,,T) n(n-1)/2 2(n-1) 1_& lniiho[ij
n 4 2 3n n
GBP J(n,n/2) n/4 2(n-1) 1_§+£ 1,3 131 O(ij
n n? 8 8 24n n

Table 1. Summary of known elementary landscapes [4]. Seetext for details.

Ruggedness and Local optima

Above presentation used the correlation between configurations as a measure of the ruggedness of the
landscape. Saddle-points and local minima play a crucial rolein classical optimization theory. Alternative
measure of ruggedness can be based on the number and distribution of the local minima in the landscape.

Let N(x) be the set of neighbors of xeV, that is N(x)={yeV :{x, y}e E}. Local minima are configurations
xeV: f(X)< f(y)foral ye N(X). Local maximaare defined by replacing f with -f.

A measure of ruggedness can be based on the growth of the number of local optima M;: Landscapeis
rugged, if M; scales exponentially with a measure of the system size n [2]. Unfortunately, thereis no
general method for computing M; except by exhaustive numeration or random sampling. Part of the
motivation of the correlation length as a measure of ruggedness is provided by a conjecture that suggests an
association between correlation length and number of local minimain the landscape. Let N(r) denote
number of verticesin aneighborhood with radius r around an arbitrary vertex of the graph I'=(V,E). The
Correlation Length Conjecture [1] states that there are O(1) local optimain a“patch” with radius of
correlation length |:

Y = Prob{local optimum} =~ —=

N()
Vi
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Estimates of the growth of M; have been derived for some models and compiled together by Stadler. Let

def

df 1
A=LLTH|”E(Mf) E=1/n

Now, A gives the exponent of the expected asymptotic growth of the number of local minima as the system
sizein increased without a bound and & is the correlation length normalized with the system sizen. Table 2
presents values of A for spin models and Nk models together with the prediction given by Correlation
Length Conjecture. The block model is such avariation of the Nk-model that the fitness functionis
computed as a sum of fitnesses of blocks of the sequence.

As seen from the datain the table, all the models exceed the growth rate A predicted by Correlation Length
Conjecture. A futher interesting detail is that while the empirical correlation function is the same for both
spin glass models, they have different values of A.

Model A
2-spin SK 0.1992
2-spin chain 0.2415"
Nk, k=3 0.3466
Block Model 0.3466
Correlation Length Conjecture | 0.1308

Table 2: Estimated values of A for various landscapes with {=I/4 on Boolean hyper cubes [5].

Basins

Assuming alocal search algorithm that can find from any configuration xeV an unique local optima X, , the
landscape can be split into a set of attraction basins B(X. ) of the local minima. The steepest descent
algorithm is a possible candidate for defining the basins, athough it is well known that it may lead to
ambiguous basins, if several neighbors have the same smallest fitness value. Stringent definition of basinis
still an open question and not addressed in this paper. However, the distribution of the basin sizesis crucial
for the performance of many optimization techniques, such as simulated annealing, and therefore the
estimation and characterization of this distribution is an important issue.

Garnier and Kallel have presented a method for estimating the distribution of attraction basins given a
random sample of points on the landscape [6]. In derivation of the method, they present a number of

interesting results. Thefirst of their results presented here describes the probability of having at least one
samplein every basin of the landscape including the global optimum with a sample of sizem.

Proposition 4.1 [6]. If we denote by «; = B()?J )/|V| the normalized size of the j-th attraction basin, then

M=% T (-a,—-a,)

I<jps-<jksM¢

gives the probability of having at |east one point of the random sample in each basin.

! Two values 0.2415 and 0.2410 are provided for this quantity in the original paper [5], both which are
different from the given symbolic expression 4/xt of the value for A. The table has been modified to use
A=In(4/m)=0.2415 which appears to be the intended val ue.
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Of course, obtaining the actual values of ¢; isadifficult task. Assuming that the basin sizes are “random”,
that is uniformly distributed, the following corollary states that O(M;?) points provide afinite chanceto find
the basin of global optima.

Corollary 4.3[6]. Assuming « s are jointly uniformly distributed over asimplex of R and M; >> 1 and
m=aM? then

p(m) m:;e exp(—1/a)

Assuming that the distribution of basin sizes follow some suitable parameterized family of distributions, it
is possibl e to estimate the number and distribution of basins of the |andscape from the basins observed with
the sample. Let §; be the number of minima detected with j points. For example, a sample of six points
detecting 3 local optima so that two optima were detected with one point and one optimawith four points
wouldyield ;= 2, 5, = 0, f3= 0, and f, = 1. Let H’ signify that ;s can be described as

(z,1m,, .2, IT,, ) with Z following the distribution
A
p(g)=——7"€
TT()

M ¢
and T, =37,

Proposition 5.1 [6]. Under H” the expected values ;, = E(;) of the ;’s can be computed in the asymptotic
framework N>>1, m=aM; as

oy TG+y aly?
P =MiTirg) ey PO

Given an observed set of 4's, its distribution is compared with X° test to the above distribution with each
value of v to obtain the best approximation of the distribution. Onceyis determined, letting r=n/M; and

noting M, = iﬂ” , the number of local optima M; can be estimated from the unique solution r to the
j=1

equation

r Y
S 1-11+—
B _ ( 7] |

m r

Another description of the landscape is given by the saddle points and fitness barriers that separate the local
minima. The fitness barrier separating local minima Xand yis

f[%, ¥]= min{max[f (2) | ze p]|p: pathfrom X to §}

A point Z satisfying the above minmax condition is called a saddle point of the landscape. The saddle
points and local minima can be represented as a tree with minima at leaves and saddle points at internal
nodes, see Figure 1. An algorithm for constructing a barrier treeis presented in [7]. Realistic barrier trees
for anumber of problems are presented in the Figure 2.
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Figure 1. An exampleof abarrier tree of alandscape[7]. The numbers 1-12 label local minima and
letters A-G label the saddle points. The global optimum 1 ismarked with an asterisk. The data comes
from a Gaussian Random Energy Model with system size n=7.

Barrier trees provide a nice visualization of the saddle point structure of the landscape. The information can
be further compacted as follows. Let

B(%) =min{f[%,§]- f () 19: f(9) < f (0}

be the barrier enclosing local minima X [2]. Barrier is the height of the lowest saddle point giving access to
amore favorable minimum. Let Q, be the set of global minima of the landscape. Now depth D and

difficulty v are defined

D = max{B(s) |s¢ Q, } ‘P=max{%fs)(xmm)|se9f,xmegf}

Depth gives the highest barrier of the landscape and difficulty gives the most “expensive” barrier of the
landscape in terms of relative improvement in fitness gained by climbing over the barrier. These parameters
play arolein the theory of simulated annealing. However, Kern conjectures that computing the depth of a
problem is as expensive as solving the optimization problem [8].

As aconcluding remark of this section, it should be noted that there seems to be a correlation between the
fitness or energy of the local minima and the size of its basin of attraction [7]. At the moment, thisisan
empirical result with no convincing theoretical explanation.



Ruggedness and Neutrality

HH \III\II‘IIIII‘III\||||||\||‘II\\

1

+/- 4spin

REM

10

Figure 2: Typical barrier treesfor Low Autocorrelated Binary String Problem, Mean Field
approximation, 4-spin model, and Gaussian Random Energy Model [7]. REM has system size n=14,

other models have n=16.

Neutrality

Two configurations x, yeV are considered neutral, if they have the same fitnessvalue: f(x)= f(y)[9]. If
a“substantial fraction” of the configurations of alandscape are neutral, the landscape as awholeisreferred
to as neutral [9]. Neutrality plays an important role for example in RNA folding and sequential dynamical
systems. It may also help characterize the behavior of combinatorial optimization algorithms, but relevant
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results similar to the role of correlation in TSP or depth and difficulty in simulated annealing are still to be
presented.

A measure of neutrality of a configuration can be defined as the number of neutral neighbors. Let T" be a
graph with vertex set V and edge-set E. The number of neutral neighbors of xeV

isv(x) = y}(f(f (x), f(y)). Trivial neutrality can be obtained by embedding a combinatorial optimization

problem in a state space that istoo large. As an example consider that if the landscape of graph matching
problem is presented as I'(S,,T), the transpositions of form 7, , leave the fitness value unchanged as

they merely exchange the endpoints of a single edge.

More interesting results can be derived by studying neutrality in additive random landscapes. Let A; be a
o—field.

Definition 1[9]. Let V and M befinite setsand © = (vi );eM afamily of mapsv;:V—/R. Further, let ¢, jeM
be independent, real valued random variables (over the respective probability spaces 2= (R, A;, ) and

QV={VV—»RH(@=EQVKM}

An additive random landscape (arl), F~(V,0,(c)), isthe probability space
@ .®A .8 L)

The number of neutral neighbors v(x) can be studied as an another landscape on T". The following will
present statistics for the neutrality of an additive random landscape, when the coefficients ¢; vanish with a
non-zero probability. First, some definitions are needed. Let vy, Yy, y" e N(x) . Additionally, for any set

dM:
e =[lie@lv,()#v,(y)]

w (v, y) =[lie @ 1v; (9 2 vj(y) Av; ()% v (Y]

H[Ni ! zj]

o

E isthe expected variance of the family v, across given landscape.

Lemma 3 [9]. Let M be afinite index set and ¢, je M, be independent real valued random variables such
that

u,>0 if&=0
0 otherwise

Mq=&={
Then we have for any set ®cM of non-zero constants Ozre R
y{jécjnj :O}>O:> Vie®,c,=0.
Theorem 1[9]. For any arl whose coefficients ¢; fulfill lemma 3 [9] the following assertions hold

Elv,]= ¥ ux®

yeN(x)

V)= 3 g re)omtyy) |
X );y’ 0 0
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= :ﬁ[zy:V(vy)—ﬁ%Cov(vy,vy,)]+ﬁzy: Elv, I _[ﬁ%“ E[Vx]]

where 1 ZCov(vy,vy,)z 0. In particular, if E[v,] isindependent of y, we have

VT

Ezi{zvm_i

ML M

In the particular case of p-spin glass, amore insightful result can be derived.

>.Cov(v,, vy,)l

Proposition 3[9]. For ap-spin model, where the coefficients ¢ fulfil lemma 3 [9] the following assertions
hold:

)=l

PRIV Jats T e

[11

=0

The interpretation of the result yields the observation that the neutrality of p-spin can be tuned to any
desired value with parameter po. On the other hand, p can be used to prescribe any desired degree of
ruggedness (A=2p). Thus, ruggedness and neutrality are independent features of a (random) landscape.

Conclusions

This seminar paper presented several definitions of ruggedness of alandscape and possible connections
between them. Additionally, the neutrality of alandscape was defined and a more specific expression was
presented for the p-spin landscape. The use of correlation as an explanation for the differing efficiency of
combinatorial optimization algorithms hinges on the Correlation Length Conjecture. No rigorous direct
results linking the correlation and al gorithm performance are available. Furthermore, it seems that the
contradictory evidence against the conjecture has not been given high emphasis.

Characterization of the distribution of the local minima seems an interesting new direction. The Garnier
and Kallel method for estimating the number and sizes of attraction basins has obvious usesin heuristic
agorithms, but due to its approximative nature, its use in theoretical investigationsis limited. As noted by
Garnier and Kallel, the distribution of the basin sizes does not fully characterize the landscape. The
observation that there seems to be a correlation between the size of the basin and the fitness value of the
optimum should be examined in more detail.

Neutrality has specific applications but its relevance to combinatorial optimization is not obvious: there are
no results that would connect neutrality to the efficiency of any a gorithm. Such results cannot be excluded,
however.
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