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1. A k-wheel, denotedWk, is a graph that consists of ak-cycle of nodes, each connected
by an edge (“spoke”) to a central node (the “hub”).1 Thus, the following is a 5-wheel
W5:

Prove that the graph property “G contains ak-wheel” has a threshold function for any
fixed k≥ 3, and compute it. 7p.

2. A k-wheel of order r, denotedWr
k , is defined as follows: aW1

k is an ordinaryk-wheel
Wk, and forr > 1 aWr

k consists ofk copies of aWr−1
k whose hubs, together with a new

centre node, form ak-wheel. Thus, the following is a 5-wheel of order 2:

Determine the number of nodes and edges in ak-wheel of orderr, and compute the
clustering coefficientC (Wr

k ). 7p.

3. Recall the following results from problem 5 of tutorial 3:

Consider a random walk on an undirected graphG = (V,E), where transitions are made from
each nodeu to an adjacent node with uniform probabilityβ/d, whered is the maximum degree
of any node inG andβ ≤ 1 is a positive constant. In addition, each nodeu has a self-loop pro-
bability of 1−βdeg(u)/d. If G is connected andβ < 1, then the corresponding Markov chain

1Actually, in standard graph-theory terminology ourWk’s would be called(k+1)-wheels.



MG is regular and reversible, with uniform stationary distribution. Moreover, the conductance
of MG is given by the formula

Φ = βµ(G)/d,

whereµ(G), theedge magnificationof G, is defined as

µ(G) = min
0<|U |≤|V|/2

|∂(U)|

|U |
,

where∂(U) = {{u,v} ∈ E | u∈U,v /∈U}.

Based on these results, design a Markov chain for sampling (approximately) uniformly
at random a node from ak-wheel of orderr. Estimate the number of steps required for
the sampling process to converge to within a relative pointwise distance ofε of the
uniform distribution. (Make some reasonable argument for the value of the relevant
edge magnification. You do not need to provide a detailed proof.) 8p.

4. Consider the NP-completeSpin Glass Ground Statedecision problem: given a sym-
metric interaction matrixJ ∈ {+1,−1}N×N, is there a stateσ ∈ {+1,−1}N of theN
spins in the system such thatall the M =

(N
2

)

bonds are satisfied, i.e. such that the
Hamiltonian achieves its minimum value

H(σ) = −∑
i∼ j

Ji j SiSj = −M?

Assuming that the antiferromagnetic bonds (negative interactions)Ji j = −1 constitute
some fractionα of all the bonds, make an educated guess concerning the valueof α for
which the problem is most difficult to solve, in the ensemble of systems withN spins
andM =

(N
2

)

bonds, out of whichαM are chosen to be antiferromagnetic uniformly
at random. (Hint: It may be easier to consider the a.f.m. bond densityα initially as a
function ofN rather thanM.) 8p.

Total 30p.


