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Maarit Hietalahti, Mikko Särelä, Antti Tuominen, and Pekka Orponen

AB TEKNILLINEN KORKEAKOULU

TEKNISKA HÖGSKOLAN

HELSINKI UNIVERSITY OF TECHNOLOGY

TECHNISCHE UNIVERSITÄT HELSINKI

UNIVERSITE DE TECHNOLOGIE D’HELSINKI





Helsinki University of Technology Laboratory for Theoretical Computer Science

Technical Reports 22

Teknillisen korkeakoulun tietojenkäsittelyteorian laboratorion tekninen raportti 22

Espoo 2007 HUT-TCS-B22

SECURITY TOPICS AND MOBILITY MANAGEMENT IN

HIERARCHICAL AD HOC NETWORKS (SAMOYED): FINAL

REPORT
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ABSTRACT: This report presents a summary of the technical results of
project SAMOYED (2003–2006). This three-year research project consid-
ered topics in hierarchical ad hoc networks, especially ad hoc access net-
works, with a focus on mobility management and security issues. Results
of the project include techniques for establishing and maintaining connectiv-
ity in ad hoc access networks; a novel method for dynamic local clustering
and cluster-based routing in ad hoc networks; and requirements analysis and
design of security architectures for clustered ad hoc networks. This report
consists of a general overview of the topics studied in the project, and reprints
of five of the project’s publications.

KEYWORDS: ad hoc networks, mobility management, hybrid networks, ad
hoc access networks, session continuity, global connectivity, multi-homing,
Host Identity Protocol, tactical networks, clustering, cluster-based routing,
security architectures
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1 INTRODUCTION AND OVERVIEW

1.1 Project synopsis

SAMOYED was a three-year research project considering topics in hierarchi-
cal ad hoc networks, especially ad hoc access networks. The focus of the work
was on mobility management and security issues. Funding forthe project was
provided, at the level of two full-time researchers, by the Finnish National
Technology Agency TEKES (80%), L. M. Ericsson (10%), and the Finnish
Defence Forces (10%). The project commenced in September 2003 and was
completed in December 2006. The site of research was the Laboratory for
Theoretical Computer Science at the Helsinki University of Technology TKK.

The research was supervised by Prof. Pekka Orponen, and the core re-
search team consisted of M.Sc. (Tech.) Maarit Hietalahti and M. Sc. (Tech.)
Mikko Särelä. During Maarit Hietalahti’s maternity leave in the first half of
2006, the team was augmented by Stud. Tech. Antti Tuominen. During the
project, Mikko Särelä completed an extended research visit to the Calit2 re-
search centre at UCSD (12/2005–07/2006).

Other researchers whose work significantly contributed to the project were
M. Sc. (Tech.) Tuulia Kullberg, M. Sc. (Tech.) Stefano Marinoni (also part-
time employed by the project 06–12/2005), D. Sc. (Tech.) SatuElisa Schaef-
fer and Doc. Pekka Nikander.

1.2 The ad hoc network environment

Ad hoc networks consist of (usually mobile and wireless) nodes that create
and maintain their intercommunication links without the help of a pre-existing
infrastructure. On top of this transitory physical layer, network services such
as routing are provided. Lack of infrastructure means a lackof central entities
such as fixed routers, name servers, etc. Additionally, parties involved in a
communication across a network might not have any common history, which
complicates the provision of services requiring trust or continuity

Maintaining connections in an ad hoc network is difficult, because the links
are unreliable and the network topology is dynamic. Also thedevices forming
a network are often small and portable, with a limited battery-life. Therefore,
they do not have much memory or computational power and they might not
be tamper-resistant. Connections are formed by routing messages from point
to point via other peer devices and not through dedicated router networks.

An ad hoc device can lose its connection to the rest of the network for
several reasons: it can move out of the network’s reach, it can run out of
batteries or be compromised, or something similar can happen to the other
devices that are connecting this device to the rest of the network. In general,
node movements in a network can be erratic and unpredictable. Hence, the
network topology may be very irregular and change rapidly. Links are few, so
the network may even be partitioned occasionally.
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1.3 Hierarchical ad hoc networks

Much of existing ad hoc network research focuses on the flat network model,
where no assumptions are made regarding the network’s structure and the
movement of nodes with respect to this structure. Consequently, it is often
claimed that ad hoc networks will experience severe scalingproblems when
the number of nodes increases.

ACCESS POINTS

FIXED NETWORK

WIRELESS BACKBONE

MOBILE NODES

����
��
��
��

�
�
�
�

HubEthernet 

HubEthernet 

Figure 1: An ad hoc access network

In many real-life situations, however, networks have some kind of natural
hierarchical structure that can be used to support their management. E.g. one
of the most promising applications of ad hoc networks is to use them for
providing connections of mobile nodes to a fixed network, as aso calledad
hoc access network(Figure 1). Here the mobile nodes are organised so as to
maintain contact to a supporting fixed network, and the static access points of
the fixed network consequently induce a natural clustering among the mobile
nodes. Similarly in e.g. a military network, a certain amount of structure based
on troop organisation and movements can be expected. In suchsituations not
only node locations, but also their movements may be correlated.

1.4 Research issues

General research issues in ad hoc networks arise from their characteristics that
unlike in fixed networks, the connections are dynamic and unstable, nodes
do not have common history, their computational capabilityis limited etc.
The lack of stable infrastructure entails that mobility management, congestion
control, routing, quality of service issues, security etc.must be handled locally
and adaptively. Standard methods require global information on network state
which is difficult to collect and rapidly outdated.

Hierarchical structure in a network may facilitate efficient protocols for
these tasks, in particular if supported by connections to a fixed wired net-
work. Work in the SAMOYED project focused on three specific aspects of
hierarchical ad hoc networks: hybrid networks, especiallymobility manage-
ment in ad hoc access networks; dynamic local clustering andcluster-based
routing in ad hoc networks; and security architectures for clustered ad hoc
networks.
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1.5 Hybrid networks

Hybrid networks consist of interconnected infrastructured and infrastructure-
less parts. These parts may be wired (and possibly large suchas the Internet),
wireless mesh networks, or wireless ad hoc networks. The main task is to
combine these very different networks into an integrated system where each
node can reach the other hosts, services and data they need and are entitled to.
The most researched problem in this area is how to provide Internet access to
nodes in an ad hoc network and vice versa. Such networks are often calledad
hoc access networksin the literature.

Results of the SAMOYED project in this area include techniquesfor main-
taining session continuity in ad hoc access networks [12], amulti-homed so-
lution [20] to the global connectivity problem using the Host Identity Proto-
col [17], and designs for applying the Host Identity Protocol to tactical ad hoc
networks [21]. An overview of this research area is presented in Section 2.

1.6 Clustering and routing

Hierarchical structures can be used to assist in the operation of an ad hoc
network, e.g. by creating a hierarchical addressing scheme combined with
node level mobility schemes such as Mobile IP [18]. Routing algorithms can
take advantage of the hierarchical, clustered structure byusing a different
routing scheme inside a cluster and outside it.

A number of cluster-based routing algorithms for ad hoc networks have
been discussed in the literature, e.g. [2] and [9]. Cluster-based routing meth-
ods approaches can be more efficient than flat topology based,as shown e.g.
in [24]. Less work has, however, so far been done in the area ofhierarchical
network management techniques.

In the SAMOYED project, a novel dynamic cluster-forming protocol was
developed [22]. The protocol is very simple, has low signalling overhead,
uses only information locally available at the nodes, and produces dense and
stable clusterings that are nevertheless responsive to node mobility. After val-
idation by simulation studies, the clustering method was further developed
into a prototype Linux implementation, together with an OLSR-based hierar-
chical routing scheme capable of taking advantage of the concomitant cluster
structure. This research is discussed in Section 3.

1.7 Security

Distributed security is a difficult issue: reliance on centralised trusted entities
must be minimised; trust relations must be independent of the place and net-
work topology in which they were formed; and validation of trust relations
must be local.

Hierarchical structure may simplify security schemes, if intra-cluster con-
nections are more stable and/or reliable than inter-cluster ones. Protocols
supporting the forming of groups, e.g. group key establishment, may be use-
ful in this setting. On the other hand, in a clustered networkthe clusterhead
nodes may create single weak points; this issue should be addressed together
with mobility management.
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In the area of network security, the research focus of the SAMOYED
project was on trust management and security architecturesin a distributed,
but hierarchical ad hoc network environment. This work is summarised in the
thesis [4], and briefly surveyed in Section 4 of this report.

1.8 Project publications

The results of the project have been disseminated in the conference papers
[3, 12, 20, 21, 22] and theses [4, 13, 16, 19]. Copies of publications [12, 20,
21, 22] and [4] are included as appendices to this report.
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2 HYBRID NETWORKS

The first research focus area of the SAMOYED project concernedthe con-
struction and utilisation of hybrid networks. Such networks may arise, e.g.,
in military settings, disaster recovery, and novel grass-root end user networks.
Examples include a navy network, where the topology across ships is dynamic
and changing as ships move, but within ships relatively static, though it may
experience sudden changes in battle due to destruction of equipment; and dis-
aster relief communications, where some existing network infrastructure may
remain, some be built on site, and some parts of the network may exist as ad
hoc networks. Of special interest in the project were the issues of establishing
and maintaining network connectivity in ad hoc access networks.

The problem of Internet access for ad hoc network hosts comprises several
subproblems:

• locating an Internet Gateway

• gateway registration and AAA

• address configuration

• route maintenance to the Internet Gateway

• end-to-end mobility management.

The first problem for an ad hoc network node to solve is how to locate
an Internet Gateway. The Globalv6 [26] draft proposes that for IPv6 based
networks either the Internet Gateway periodically sends advertisements to the
ad hoc network of the Internet access provided, or responds to requests from
ad hoc nodes. These advertisements and responses contain the network prefix
the ad hoc network node must use.

Address configuration is another problem in ad hoc networks.If the In-
ternet Gateways support NAT, then it is possible to use only ad hoc network
local addresses within the ad hoc network. Support for NAT must be adver-
tisable. The possible future MANET prefix could be used as an indication of
NAT support, as it would not be globally routable.

If the gateway does not support NAT, then ad hoc nodes must configure
global addresses to communicate with nodes in the Internet.This requires
learning the prefix, configuring the address and detecting address collisions.

In the case of several Internet Gateways within the ad hoc network, the ad
hoc network is, in theory, a multi-homed network in the Internet. Each node
could, if the addressing problems are solved, be reached from several places
in the Internet topology.

Widespread use of ingress filtering makes it practically mandatory to route
packets through a chosen Internet Gateway, though. On the other hand, routes
in ad hoc networks are dynamic and, for some routing protocols, may change
without the explicit knowledge of the endpoints. From the Internet endpoint’s
view, the name (IP address) of the other endpoint should not change without
explicit name changing signalling (e.g. Binding Update in Mobile IPv6 [10] or
readdressing signalling in Host Identity Protocol [17]. Tosolve this problem,
the Globalv6 draft recommends using the routing header withthe address of
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the Internet Gateway for packets destined to the Internet, in order to force
them through the chosen Internet Gateway.

The Host Identity Protocol [17] can be used to enable ad hoc network nodes
to switch the Internet Gateway they are using. As it supportsmultihoming,
an ad hoc network node can obtain several points of entry to the Internet
and be reachable from all of them at the same time. Potentially, this can be
used to make repairing a connection faster, as a new global address is already
available when an old address dies (due to gateway losing route to ad hoc
network node).

In a scenario with several separate fixed networks connectedby ad hoc net-
works, one of the main problems is to achieve connectivity. If the networks
are truly separate, then one cannot assume a common addressing structure,
nor can one assume that there are no naming conflicts, unless the address
space is large enough (and randomisation used) to make that highly improba-
ble. This kind of network, created as it grows from the parts it contains should
have a mechanism for different parts finding out each other and a common
naming format that can be used for inter-network connections.

In the publications appended to this report, article [12] develops techniques
for maintaining session continuity in ad hoc access networks, article [20]
presents a multi-homed solution to the global connectivityproblem using the
Host Identity Protocol, and article [21] discusses the advantages of the Host
Identity Protocol in the setting of tactical ad hoc networks.
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3 CLUSTERING AND ROUTING

The second research focus of the SAMOYED project was dynamic local clus-
tering of nodes and cluster-based routing in ad hoc networks.

Hierarchical, cluster-based routing can reduce routing table sizes when us-
ing proactive (table-based) routing protocols, as compared to flat host routes.
The motivation for clustering is to reduce and localise signalling messages, as
well as to maintain groups of nodes which can be addressed hierarchically, as
opposed to flat addressing.

In a highly dynamic environment, maintaining hierarchy is achallenge. To
be effective, a clustering algorithm should be able to minimise changes to the
cluster (subnet) composition. Topology changes within a cluster are not very
important, but because of hierarchical addressing, changes to cluster mem-
berships are. Moving from one cluster to another affects the node’s address.
Frequent address changes are undesirable even if the address is only used for
routing, and even more so if it is also used for identification.

3.1 A novel clustering method

A new locally computable clustering method was introduced and studied in
the SAMOYED project [22]. Local computability removes the need to dis-
seminate cluster information beyond the nodes’ immediate neighbourhoods.
A node can decide to join, leave, or create a cluster based on the informa-
tion received from its one-hop neighbours only. The clustering protocol max-
imises, by local computations, for each clusterC of nodes a global fitness
function f (C) conceived as the product of the internal density of the cluster
(large number of intra-cluster connections relative to thecluster size|C|) and
its “introversion” (high fraction of all connections forC are internal toC).
The explicit expression for the resulting objective function is:

f (C) =
degint (C)

(|C|
2

)
·

degint (C)

(degint (C)+degext(C))

=
2degint (C)2

|C|(|C|−1)(degint (C)+degext(C))
.

Here degint (C) and degext(C) denote the number of intra-cluster and inter-
cluster connections of node setC, respectively.

Maximising the fitness functionf (C) can be performed by purely local
computations, and produces dense and stable clusters, thereby minimising
address changes.

3.2 Cluster-based routing

Clustering alone does not provide routing information; a routing protocol
must be used. Since most mobile ad-hoc network routing protocols employ
some sort of beacon messages for neighbour sensing, one can embed all the
cluster information in these beacon messages. This way clustering does not
add to signalling overhead.

Cluster-based routing can be divided into two layers: intra-cluster and
inter-cluster routing. Since these two can operate independent of each other,
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one can choose different routing protocols for them, or use the same protocol
for both, if desired. It may be approriate to choose different protocols, since
requirements for intra- and inter-cluster routing may wellbe different. Also,
route optimisation may be easier separately.

Intra-cluster routing

Proactive (table-based) routing gains the most from clustering. Reactive (on-
demand) routing establishes routes when they are needed, soin most cases the
number of routes maintained by a single node is relatively small. Proactive
protocols try to maintain routes to all nodes in the network at all times. With
clustering, the network is partitioned into smaller pieces. So, even if routes
are maintained to all nodes within a given cluster, the number of routes per
node stays relatively small.

For the purposes of the SAMOYED project, OLSR was chosen as theintra-
cluster routing protocol. OLSR works well with relatively small and dense
clusters, such as produced by the clustering method considered. OLSR could
easily be used as the only protocol for both intra- and inter-cluster routing,
but here it is used only for routing within a cluster.

By way of hearing neighbour cluster routing beacons, a cluster can deter-
mine all its neighbouring clusters. Neighbour clusters canbe added to routing
tables as prefix routes. This will be useful in the route discovery phase.

Inter-cluster routing

The main benefit of clusters, as to routing, is the ability to have hierarchical
addressing. One can point to a cluster by just its ID. Insteadof next-hop
routing (i.e. sending a packet towards the final destination by forwarding it
to the next hop on the path), one can have next-cluster routing. Or if using
source routing (i.e. sending packets with full path information), one can use
cluster IDs as intermediate destinations. Obviously, the inter-cluster routing
protocol can disregard any topology changes that occur within clusters. This
is a great advantage, since it will likely result in longer route lifetimes.

Figure 2: Inter-cluster route with intermediate clusters

Fig. 2 illustrates routes known to a node. In the local cluster, all routes
are known. A route to a node in another cluster contains just alist of the
intermediate clusters to get to the final destination. No information about the
topology internal to the intermediate clusters is needed.
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Route discovery
When a proactive routing protocol is used, each node has routes to other
nodes. In this case route discovery consists more of a mapping of identity
to an address. If node identity is (part of) the address, route discovery is es-
sentially superfluous. In current IP networks, an address has the dual nature
of being a topology based routing token as well as an ID for thenode.

Reactive routing protocols use route discovery whenever a new route is
needed. If the route is previously unknown, or it has expired, a route request
is issued. Normally route requests are flooded in the network. Since one is
here using a reactive protocol for inter-cluster routing, route requests are not
flooded inside a cluster, but rather forwarded to each neighbouring cluster.
Neighbouring clusters are recorded as prefix routes (discovered from beacons)
in the routing table, as previously described.

As a result of the intra-cluster routing protocol operation, a node receiving
a route request from another cluster knows whether the requested destination
is in the current cluster. If it is, the node can just send a route reply to the
requester. Otherwise, the node can forward the request to the neighbouring
clusters.

The original requester will add the newly discovered route to its routing
table when it receives the route reply. If multiple routes are discovered, the
best one should be used. Route metrics for evaluating the bestroute may
be just about anything. Hop-count distance is commonly used, although in
this case, inter-cluster routes should not record hop counts, but rather cluster
counts.

Data traffic
A node sending data packets to another node in the same cluster does not need
any extra procedures. It just sends data towards the final destination. If the
destination is in a neighbouring cluster, and the source node has succesfully
discovered the route, sending data works the same way as in a local cluster.
When the data must go through intermediate clusters, the source node must
include the cluster ID path to the final destination.
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4 SECURITY

The third research domain of the SAMOYED project was securityarchitec-
tures for clustered ad hoc networks. Research in this area is fully reported in
the thesis manuscript [4] appended to this report. Here we present a summary
of the main issues.

In mobile wireless ad hoc networks, nodes form connections among them-
selves without the help of pre-existing routers or other similar services. The
networks are self-organised, so that users need not be concerned with network
management. The same applies for security operations, apart from managing
the (physical) security of the ad hoc devices and what the equipments’ access
control demands (remembering passphrases, for example). Overlay networks
and sensor networks are generally out of the scope of this work, although
some solutions are applicable also in those fields.

Reliability of communications is an especially important security issue in
ad hoc networks. Cooperation of the nodes is necessary in order to have pack-
ets forwarded. One also needs to consider notions of distributed security. No
particular node can be expected to be reachable at all times.Therefore, the
need for on-line contacts to central entities has to be minimised. In addition,
nodes should be able to perform the computations needed for most critical
network operations by using only the information provided within their neigh-
bourhoods (locally computable solutions). The goal is to enable communica-
tions in a secure way, from enabling packet forwarding and secure routing to
establishing trust relations and encryption keys.

4.1 Routing attacks

In ad hoc networks where nodes themselves act as routers, compromised
nodes can seriously hinder the operations of the network by not cooperating
in, or abusing the routing of messages. If routing tables areforged, packets
will not reach their destinations. The same can happen if message headers are
tampered with. Routing information may bespoofed, alteredor replayed. A
malicious node can use the faults in a routing protocol to attract much traffic
from a particular area, thus creating asinkhole. It canselectively droponly
certain packets and thus focus the attack on a selected part of the network or
selected messages. This is especially effective when the malicious node is in
a sinkhole.

In aSybil attack, a malicious node gathers several identities for posing as a
group of many nodes instead of one. This is targeted to undermine solutions
that rely on the cooperation of multiple nodes.

In a wormhole attack, the idea is to distort routing with the use of a low-
latency out-of-bound channel to another part of the networkwhere messages
are replayed. In aHELLO flood attack, a malicious node can send, record
or replay HELLO-messages with high transmission power. If aprotocol uses
link-layer acknowledgements, these acknowledgements can be forged, so that
other nodes believe a weak link to be strong or disabled nodesalive. These
attacks can be used to create a sinkhole, or to otherwise confuse routing.

The above attacks are described in [11, 1, 6].
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Protecting against routing attacks

Several solutions have been proposed for protecting against above mentioned
routing attacks. For example, article [11] suggests link layer encryption and
authentication with a common symmetric key for preventing most outsider
attacks. Replay attacks are often dealt with by an increasingcounter; time
stamps are also possible. Protecting against insider attacks is challenging. An
insider cannot be prevented from participating in the operations of a network.
It is suggested in [11] that nodes should share individual unique symmetric
keys with the base station and that the number of neighbours per node should
be limited (a node cannot form symmetric keys with too many other nodes).

HELLO flood attacks are suggested to be dealt with by verifing the bi-
directionality of the link. For wormhole attacks, article [11] suggests ge-
ographic routing which brings forth another problem: should one trust the
advertised location information? Another solution [7] is to compare the time
it takes for a packet to travel from the sender’s geographical location to the
time stamp attached to the message.

In multipath routing, several paths are used simultaneously for communi-
cation, for example by sending partial messages via different paths. When
redundancy is added to data, the division can be done so that the full message
can be reconstructed from even partially received data. Themain objective is
tolerating packet loss, rather than detecting and isolating malicious nodes.

When isolation of malicious nodes is needed, a reputation system (See
subsection 4.2) can be combined to routing. Isolation is done by accepting
communications only from nodes with valid credentials. However, monitor-
ing other nodes’ behavior becomes very inefficient when nodes have high
mobility.

Secure routing: Surveys and comparisons

A good survey on secure routing in ad hoc networks is presented in [5]. More
specific security surveys can be found, for example, in [27] and [15].

4.2 Stimulating cooperation

Availability of network services is an important part of security in ad hoc
networks. Having one’s packets forwarded to their destination does not only
depend on securing the routing against malicious attackers, but also on the
cooperation of other nodes on the route.

In open networks, where nodes are individuals acting for their own best
interest, the nodes are thought to be selfish, due to their limited battery-life.
They are likely to save their limited energy and they may not be willing to for-
ward packets on the benefit of others, unless otherwise motivated. Therefore,
packet forwarding has to be stimulated, assuming that the goal of the nodes
is to send as much of their own packets as they can, nevertheless making sure
that packets from other nodes will also be forwarded. The same problem has
consequences also when nodes are not independent, but part of a common or-
ganisation, as conserving energy is a common topic in every ad hoc network
that is composed of small devices with limited batteries. Solutions that aim to
divide the packet-forwarding load fairly between the nodeswill probably also
be useful in saving the total energy of the network.
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Reputation systems
In a reputation systemother nodes form an opinion on a node’s behaviour.
This opinion has a direct effect on how high a priority the node’s packets will
receive, and how much packets will be routed via the node. A node’s assessed
behaviour can include its:

• will to forward other nodes’ packets,

• will to take part in other common activities,

• not disrupting communications,

• not compromising common secrets.

A reputation system may give an inside attacker efficient means for making
DoS attacks using falsified reports of bad behaviour. Sometimes it is difficult
to sort out the malicious nodes from their victims. Reputation systems should
protect themselves against such misuse.

A reputation system is being used, for example, in article [28] in connec-
tion with the AODV routing protocol. The nodes need a valid token in order
to have their messages forwarded. The neighbourhood verifies a token, mon-
itors the node’s behaviour and decides whether the token should be renewed.
The neighbours sign a new token with the system secret using athreshold
scheme. Collaboration among the attackers is assumed to be limited to fewer
than a threshold value ofk attackers per neighbourhood. There is a decreas-
ing overhead over time: the lifetime of a token is extended every time it is
renewed. The solution is localised. However, this system may be vulnera-
ble to the Sybil attack, and the neighbourhood is expected tobe very stable,
renewing the same node’s token repeatedly. Therefore it becomes inefficient
with high node mobility.

Payment systems
This is a system where nodes trade tokens, or essentially anysort of payments,
against packet forwarding services. Usually, tokens are collected for data
forwarding only, not for route discovery or control messaging. A node might
participate in route discovery, but forward data selectively, thus creating a
grey hole. This is not explicitly punished, because such behaviour causes
the node to lose income. A payment system avoids judgements on a node’s
behaviour. Therefore it also avoids the sometimes complicated management
of reputation and trust issues. The sender will pay tokens for the forwarding
nodes in the path, hence the route should be previously known, or estimated
in some way, so that the trading can take place. This is obviously easier with
proactive routing protocols.

Trading tokens is similar to virtual currency systems, which usually means
that extra management of the tokens on the market is needed. More discussion
of the advantages and disadvantages of different virtual currency systems can
be found in the economics literature.

The value of cooperation mechanisms
Article [14] estimates the throughput with different forwarding probabilities
in a sparse network in conjunction with on-demand routing. It is assumed that
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all nodes have the same forwarding/dropping ratio. Individual participation is
estimated with forwarding probability pairs (with and without a cooperation
method), and the resulting global throughput is calculated. It was found that
in medium- and large-scaled networks with long routes, the effect of increased
participation is low. However, in small ad hoc networks withshort average
route length and certain forwarding probability pairs, there is improvement in
the overall throughput.

Promoting cooperation has received much attention in the field of game
theory. A model for reciprocal behaviour, Tit-for-tat (TFT), and its more gen-
erous version, Generous tit-for-tat (G-TFT) are studied in[23]. The work
demostrates that under an energy constraint G-TFT promotescooperation if
every node of the network conforms to it (Nash equilibrium).

In order to apply a reputation system in a self-organised fashion, automatic
detection and evaluation of attacks is needed. For example,article [8] defines
a taxonomy of basic and anomalous events in routing, and applies these to
AODV with the help of a finite state automaton. Automatic attack detection is
a complicated task; some methods may be found in the literature on intrusion
detection.

4.3 Managing trust relations, keys and certificates

This work concentrates on the relationships between devices. Many types of
trust relations can be formed in ad hoc networks. Building security associa-
tions between nodes can be done with the help of some initial basis of trust, a
certificate authority (CA), or pre-distributed keys or shared secrets.

Whatever the initial trust relationship between nodes is, there are many
constructs in the literature for maintaining old and forming new trust relations.
There is a lot of literature on trust relations that is not related to hierarchical
ad hoc networks, but can be applied also in this context.

Managing PKI in ad hoc networks
A Public-Key Infrastructure (PKI) provides identifiers foreach node (public-
private key pairs) and a way to authenticate these identifiers (certificate of a
node’s public key, signed by a CA, whose public key is known to everyone).

A PKI may be previously constructed. This is possible for a network hav-
ing a single administrative unit. Some solutions are presented in the litera-
ture for bootstrapping a PKI. A PKI is relatively distributed: public keys and
certificates can be stored and used locally. Connections to a central entity,
the CA, are sometimes needed, for example for revocation of certificates and
adding new nodes.

Example: certificate repositories
In [25] an interesting distributed public-key management system is presented.
Every node can issue certificates. A node keeps an updatedcertificate repos-
itory and a non-updated certificate repository. The problem is to find a valid
certificate chain from the repositories. The updated repositories are preferred,
but if a certificate path can only be found using non-updated data, an update
is requested on-line.
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ABSTRACT

In this paper, we describe the current status of the
Host Identity Protocol and discuss how it could be ap-
plied to tactical networks, including mobile ad hoc net-
works. The Host Identity Protocol (HIP) is a protocol
proposal at the IETF for separating the end-point iden-
tifier and locator nature of IP addresses. It introduces
a new name space, consisting of public cryptographic
keys, and uses these keys to identify hosts. All applica-
tions deal with the public keys instead of IP addresses;
with a backward compatibility layer, most current ap-
plications will continue to work unchanged. A new layer
in the kernel dynamically maps the public keys in out-
going packets into IP addresses, and vice versa for in-
coming packets.

INTRODUCTION

The term “tactical network” generally refers to a
communications network employed in a military set-
ting. There is increasing interest in using Internet-
based protocols as the foundation for future tactical
networks. While there are certain cost benefits to this
approach (equipment choices, lower training and oper-
ations costs), the generally available standard Internet
protocols may not satisfy the communications require-
ments of tactical networks in terms of security, mobility,
and protocol performance.

One concept common among Internet users is the no-
tion that their computer is identifiable by an IP address.
This has certainly been true for most users connected by
wires, via a single interface, to the network. However,
the situation becomes more complicated when a device
has more than one network interfaces. In a mobile set-
ting with possibly spotty radio performance, it may be
increasingly common for devices to use more than one
interface, to improve network availability. Moreover,
when a device moves around, it typically needs to ob-
tain a new IP address to conform to the locally-available
address prefix, since IP addresses are hierarchical and
aggregated by the prefix. Once devices have more than
one IP address, and once IP addresses become dynamic,
it becomes increasingly hard and less secure to rely on

the assumptions that IP addresses have a static, one-
to-one mapping with a particular computer.

In this paper, we describe how the Host Identity Pro-
tocol (HIP) [7], a new architecture and protocol for IP-
based networks, may improve the situation for IP-based
tactical networks that are faced with these types of mo-
bility and multi-homing scenarios. In general, we sug-
gest that additional layers of abstraction between the
network layer and application layer can allow hosts to
better adapt to changing networking conditions. In this
paper, we only concentrate on a few aspects, namely
mobility, multi-access, and security, leaving consider-
ations such as congestion control and transitory con-
nectivity for future work.

The rest of this paper is organized as follows. First,
in the next Section, we briefly describe the problem
at hand. The following four Sections briefly describe
the HIP architecture and based exchange, HIP based
mobility and multi-homing, HIP based access control
and untraceability, and bridging IP addressing realms
with HIP. In the last two sections, we suggest how HIP
could be applied to tactical networks, and provide some
conclusions.

TACTICAL AD HOC NETWORKS
In general, NATO requirements suggest that tactical

networks should be

• designed for joint combined operations at the
battle field,

• easy to install and maintain within different net-
work scenarios, and

• backward connected to legacy WAN systems. [4]

Tactical networks consist of a combination of semi-
static, slowly moving, and rapidly moving devices.
There is a desire to secure the networks to pre-
vent eavesdropping, and typically multiple independ-
ent levels of security are provided. There are also some
conflicting desires on host identification. On one hand,
there is a desire to be able to identify computers in
the network in a manner that cannot be spoofed, for



the purposes of access controls and traffic prioritiza-
tion. On the other hand, there is a desire to prevent
eavesdroppers from discerning the whereabouts of the
important nodes. Therefore, the system must employ
strong identity authentication in combination with ob-
fuscation techniques.

Problems in current practice
There are several problems in current commercial In-

ternet technologies that need to be resolved. First, in
the current systems there is a strong tendency to use
IP addresses as endpoint identifiers, and make author-
ization decisions based on the IP addresses of the peers.
This clearly breaks down in both mobile environment,
and in multihoming environment (which is increasingly
of interest to tactical hosts who want path diversity),
and is basically difficult to deal with from a preplanning
or provisioning standpoint, because one cannot perform
dynamic address allocation.

Second, home-agent based solutions to mobility, such
as Mobile IP [11] and Mobile IPv6 [5], are fragile. In
fact, the return routability test required by the com-
mercial Mobile IP route optimization solutions brings
this fragility to route optimisation, as the home agent
needs to be reachable at least time to time. A more
direct authentication of hosts for mobility purposes is
desired.

Third, while it is desirable to allow IP address based
access control in order to support current system, it
would be desirable to provide access control based on
strong cryptography. Preferably, such a system not only
allows access control of hosts or servers, but also access
control as to who is even allowed to have a packet float-
ing around on a particular network segment.

Fourth, many of the current security protocols open
a direct venue for CPU exhaustion denial-of-service at-
tacks by sending in garbage.

Finally, there is the desire to limit the possibilities
for traffic analysis even by legitimate parties. Informa-
tion about the current IP addresses (and therefore the
location) of important units should not be visible to
parties that are not involved in direct communication
with them.

HOST IDENTITY PROTOCOL (HIP)
The Host Identity Protocol (HIP) [6, 7] separates

location and identity by defining a new Host Identity
namespace between the transport and internetworking
(IP) layers. Figure 1 provides a comparison between
the current and HIP architectures. In the current archi-
tecture IP addresses represent both location (for rout-
ing) and identity along with port numbers through
sockets (for processes).

The new HIP architecture is depicted on the right
side of the figure 1. The transport layer sockets are now

Initiator Responder

I1:  HITI  HITR

R1: HITR HITI puzzle DHR PKR Sig

I2:  HITI  HITR SPII solution DHI {PKI} Sig

R2: HITR HITI SPIR Sig

Figure 2: HIP base exchange

named with separate host identities, which the Host
Identity layer translates to one or more IPv4 or IPv6
addresses. This binding between Host Identities and IP
addresses is simultaneously dynamic and one-to-many,
providing for mobility and multihoming, respectively.
Both of these features make IP level traffic analysis pro-
tection easier to achieve.

Each host generates one or more public/private key
pairs to provide identities for itself. The public keys act
as Host or End-Point Identifiers. A host can prove that
it corresponds to the Host Identity by signing some data
with the (non-disclosed) private key. All other parties
can use the Host Identity (a public key) to authenticate
the host.

A Host Identity Tag (HIT) is a 128-bit represent-
ation for a host identifier. It is created by taking a
cryptographic hash of the public key. There are two
advantages of using a hash over using the public key
as such. First, its fixed length makes protocol coding
easier. Second, it presents a consistent format for pro-
tocols, independent of the public key technology.

The introduction of new cryptographical end-point
identifiers clarifies the role of IP addresses. When
HIP is used, IP addresses become pure topological la-
bels, naming locations in the Internet. An end-point
may change its IP address without breaking connec-
tions. Thus, the relationship between location names
and identifiers becomes dynamic.

HIP base exchange
The Host Identity Protocol (HIP) [6] consists of

a two-round-trip, end-to-end Diffie-Hellman key ex-
change protocol (called base exchange), a mobility man-
agement protocol, and some additional messages. The
purpose of the HIP base exchange is to create assur-
ance that the peers indeed possess the private key cor-
responding their host identifiers. Additionally, the ex-
change creates a pair of IPSec Encapsulated Security
Payload (ESP) security associations (SAs), one in each
direction.
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The new proposed architecture:

Transport layer 

Link layer

Internetworking layer

Host Identity layer

Process

Link layer addresses, e.g.,
Ethernet MAC addresses

IP addresses

Translation (ARP or ND)

Link layer

Internetworking layer

Process

Transport layer 

Link layer addresses, e.g.,
Ethernet MAC addresses

IP addresses

Translation (ARP or ND)

<HI, port> pairs

Translation (new)

Host identifiers

<IP address, port> pairs

The current Internetworking architecture:

Figure 1: The current Internetworking and the proposed new architectures

The base exchange consists of messages I1, R1, I2
and R2. The HIP base exchange is illustrated in Figure
2. Each HIP message consists of fixed fields, including
the HITs of an initiator and a responder, followed by a
number of variable length parameters. The first packet,
I1, contains only the fixed header, i.e., the HITs. If the
initiator does not know the responder’s HIT, it may
leave that field empty. If so, the reponder is free to
select among any of its identities.

When the responder receives an I1 packet, it selects
a suitable R1 packet from a pool of precomputed mes-
sages. As DoS resistance has been one of the main
design goals in HIP, the responder maintains a pool of
pre-computed and signed R1 packets, allowing it to pick
a pre-computed message instead of constructing one.
To facilitate this, the initiator’s HIT is not included in
the R1 signature.

The R1 message contains a puzzle that the initiator
has to solve. The same message also initiates the Diffie-
Hellman exchange. It contains the responder’s host
identity public key, together with the Diffie-Hellman
public key and other Diffie-Hellman parameters. From
the traffic analysis point of view, it is important to no-
tice that the responder is not able to form the session
key before the I2 packet arrives. Therefore, the respon-
der’s host identity public key is currently transmitted
in clear.

Upon receiving R1, the initiator solves the puzzle,
computes a session key, and sends I2. I2 includes the
puzzle solution, Diffie-Hellman parameters, SPI, and
the initiator’s host identity public key. The host iden-

tity public key is encrypted using the session key.
The responder verifies that the puzzle is correctly

solved, creates the session key, authenticates the ini-
tiator, and creates session state. The final message,
R2, contains the responder’s SPI and a signature. The
signature allows the initiator to complete the authen-
tication procedure.

The HIP negotiation results in the parties having
an authenticated Diffie-Hellman secret, KEYDH. The
HITs and the Diffie-Hellman secret are used to generate
key-material in the following way:

KEY1 = SHA1(KEYDH|HITsmaller|HITlarger|1)

KEY2 = SHA1(KEYDH|KEY1|2)

KEYn = SHA1(KEYDH|KEYn−1|n)

KM = KEY1|KEY2|...|KEYn

The actual keys, used in encryption and integrity
protection, are derivered serially from this key-material.
It is important to notice that both of the peers must
know both the HITs and the shared Diffie-Hellman
secret before they become able to encrypt or decrypt
anything. Since the HITs are sent as plain text in the
base exchange messages, this is not a problem in the
current HIP protocol. However, in [15] it is shown how
to blind the HITs; see also the Section on Untraceabil-
ity. The blinding could play an essential role in traffic
analysis protection.

New semantics for IPSec
It is important to notice that HIP does not change

the IP or IPsec packet structure. However, it modifies
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the details of packet handling within the end-nodes. On
the other hand, at the logical level, the new name space
imposes changes to the logical packet structure. That is,
each packet must logically include both the end-point
identifiers and IP addresses of the sender and recipient.
However, when IPsec is used, the Security Parameter
Index (SPI) values can be used as indices for end-point
identifiers, resulting in packets that are syntactically
identical to those used today.

Since the packets are integrity protected with ESP,
the recipient is always able to verify that a received
packet was sent by the peer, no matter what the source
and destination addresses are. Thus, by binding the
IPsec security associations to public keys instead of IP
addresses, the destination address becomes purely rout-
ing information. Only during the base exchange, when
the hosts have not authenticated each other, and dur-
ing re-addressing, does the source address play a sub-
stantial role. Once the peer hosts have secure bindings
between the public keys and IP addresses, the source
address is no more needed by the hosts, and its function
reduces to carrying information about the topological
path the packet has taken [2].

MULTI-ADDRESSING AND MOBILITY

Once the HIP base exchange has been completed and
the security associations are in place, the end-points can
inform their peers about the interfaces they have and
the current IP addresses assigned to the interfaces. This
is useful, when a host has either multiple addresses, or
when a host has moved into a new location and received
a new IP address. The mechanism is defined in the HIP
re-addressing protocol [9]. The protocol proposal con-
sists of Re-address (REA) and New SPI (NES) packets.

With a REA packet, the mobile node informs its peer
about its IP addresses. The peer optionally responses
with a NES packet, containing a new SPI, that is used
to verify that the mobile node is indeed in the claimed
location. The third message, ESP to the new SPI, acts
as a response to the NES. The purpose of the NES/ESP
message pair is to prevent legitimate mobile nodes from
inducing flooding attacks. The NES/ESP check is op-
tional based on the level of mutual trust in the network.

The REA packet contains information about inter-
faces and corresponding IP addresses. It includes a
signature. The optional NES packet is used to imple-
ment a reachability test procedure for each IP address
(corresponding to the Return Routability (RR) test in
Mobile IPv6). Each end-point has complete freedom to
select which interfaces and IP addresses to announce to
the peer. All that the peer needs to know is that the
announcing end-point is indeed reachable through the
claimed IP addresses. Note that the above approach
allows hosts to move around, change IP addresses, and

MN CN

NES + REA:  HIT
MN

  HIT
CN

SPI
MN

Addrs
MN

NES: HIT
CN

HIT
MN

SPI
CN

ESP to SPI
CN

ESP to SPI
MN

Figure 3: HIP mobility exchange

have multiple active IP addresses, without inhibiting
the ability of peer hosts to authenticate to whom they
are talking.

HOST IDENTIFIERS, ACCESS CONTROL,
AND UNTRACEABILITY

Host Identities are not present in every data packet,
and the data packets are merely integrity protected, not
authenticated. It is likely too burdensome from a com-
putational standpoint to sign every data packet. Never-
theless, there exists a mechanism whereby firewalls and
other devices that perform access control can authen-
ticate data flows and regulate which flows (and thereby
which hosts) are allowed to access a particular network
segment.

The key to this approach is to construct HIP-aware
firewalls that observe the HIP base exchange and re-
addressing exchanges. These HIP exchanges have been
explicitly designed to allow firewalls and other middle-
boxes to observe the required fields. These firewalls can
authenticate the (signed) HIP control packets, and then
observe which IP addresses and SPIs the protocol ne-
gotiates to include. Thereafter, the addresses and SPIs
serve as a proxy for the HITs in the subsequent data
packets. This approach is much more flexible than re-
lying on IP addresses for access controls, as is typically
done, although since the HIT name space is flat, there
is no opportunity to aggregate hosts behind a single
prefix.

In [15], Ylitalo et. al. introduce a technique called
BLIND where the real identity of HIP hosts can be com-
pletely hidden from eavesdroppers while still retaining
the identity authentication properties of the protocol.
The idea is based on using temporary, obfuscated Host
Identity Tags (HITs) in the place of the permanent,
well known ones. Since the goal is to make the tempor-
ary HITs non-sensible to eavesdroppers, any nodes that
need to be able to detect the real identity of the com-
municating nodes must be preconfigured with the iden-

4



tities of the potential peer hosts. While this may be a
problem in a commercial open network, this is typically
not a problem for firewalls or end-nodes in a military
setting, where the identities must be preconfigured any-
way. The temporary HITs can be changed into different
ones whenever a host moves, making tracking virtually
impossible.

The basic idea in [15] is to replace the real HITs
with a hash of the real HIT and a random nonce. The
resulting temporary HIT and the nonce are carried in
the initial protocol messages. All nodes that have the
real HIT in their possession can find it by a simple
iterative search, while nodes that do not possess the real
HIT face a computationally impossible problem. For
nodes configured with a large number of potential HITs,
the initial packets can carry a hint, thereby reducing the
required search time.

In summary, when the BLIND approach is used, it
is possible to achieve the conflicting goals of strong,
cryptographic identity authentication while protecting
the identities from eavesdropping outsiders.

HOST IDENTIFIERS, NAT, AND
EPHEMERAL IP ADDRESSES

The purpose of network address translation (NAT)
is to bridge different IP addressing domains. The most
common need for NAT is the use of private IP address
space (because of a shortage of IPv4 addresses), but
there are also other motivations, like address stabil-
ity. Basically, any NAT approach makes it possible
for a middle box to change the IP addresses of in a
packet without breaking end-to-end communications.
In standard NAT today, the transport layer identifiers,
i.e., 〈IP-address, port〉 pairs, are used as static identifi-
ers. However, this is problematic because the transport
level identifiers 〈IP address, port〉 and network layer
addresses 〈IP address〉 are smeared together.

When location names and host identifiers are separ-
ated, as is done in HIP, the new global name space can
be used for static transport layer identifiers. As a res-
ult, there are several advantages for using Host Identity
name space with NAT. First, a NAT device can eas-
ily identify connections using the Host Identities. This
means that it becomes possible to inititate connections
through a NAT device in both directions1. Second, the
introduction of a name space allows IP address changes
even between IPv4 and IPv6, because higher level pro-
tocols use Host Identities rather than IP addresses.

A HIP enabled NAT device translates IP addresses,
using the HITs as identifiers for the connection state.
However, the HITs are not present in the regular traffic

1This requires that the NAT device is able to map the HIT to

a private IP address. This is likely to be the typical case when

HIP is used with NAT.

packets between two HIP hosts. Instead, the IPsec SPI
is used as an index to the NAT state. If it uniquely
identifies the state, as can be fairly easily arranged it
may take the place of HITs for handling regular data
packets. However, since there may be several HITs be-
hing a single public IP address, the NAT device must
learn the SPI values during the initial HIP base ex-
change, or during mobility signaling. Using 32-bit SPI
values instead of 16-bit port numbers also increases the
number of connections that can be maintained using a
single IP address.

In [14], Ylitalo et. al. propose a new NAT concept
called SPINAT: SPI multiplexed NAT. It works in the
same way as a regular NAT-PT but uses SPI numbers
instead of port numbers. A SPINAT device learns the
SPIs and HITs by inspecting HIP base exchange and/or
HIP mobility signaling. It can do this securely as there
are signatures present in the packets. If a given SPI
value is already in use, the SPINAT device may se-
curely replace it with a unique one. Alternatively, if it
has multiple public IP addresses, it can assign conflict-
ing SPIs on different public IP addresses, and use the
〈address, SPI〉 pair as an index to the translation state.

The SPINAT technique does not require any tunnel-
ing headers. The advantage in packet size compared to
the current Mobile IP based solution is substantial.

If we compare the HIP based NAT mechanism to
routing, there are some similarities. A HIP based NAT
device changes IP addresses while using the upper layer
state as an index, just like a router changes link layer
addresses using the IP address as an index. The dif-
ference is in how the state is created: in the case of IP
layer routing, the forwarding state is created as a result
of running routing protocols, while in HIP “routing”
the state is created by inspecting HIP control packets.

HIP IN TACTICAL ENVIRONMENTS

To utilize HIP in tactical environments, we propose
an approach based on the following principles.

• Utilize HITs as host identifiers, allowing usage of
current IP address based access control mechan-
isms with strong security controls. To prevent loc-
ation tracking, combine this with the BLIND ap-
proach [15].

• Use a public key infrastructure (PKI) for identit-
ies that can divide participants of the network into
different trustworthiness classes (for example, our
own troops of different kind, allies, and neutrals
who need to access different parts of our network).
Such a PKI must support fast revocation, must be
decentralized, and must tolerate network partition.
While leaving the design of such a PKI for future
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work, we envision that it could be based on a par-
titioning tolerant Distributed Hash Table (DHT)
design.

• Use HIT based IPv6-like ad hoc routing in small
networks and within a single cluster, solving the ad
hoc network addressing and Duplicate Address De-
tection (DAD) problems. In larger and more stable
networks traditional IPv4 and IPv6 addressing and
routing can be used.

• Use the SPINAT approach [14] to pass packets
between addressing domains. In this context, an
addressing domain may be an ad hoc network (us-
ing HITs as addresses), a cluster in a larger ad hoc
network, or any other independently managed net-
work. This allows HIT based ad hoc domains and
more traditional IP address based domains to be
combined.

• Use the signalling delegation approach by Nikander
et. al. [8] to reduce mobility signalling within an
addressing domain.

While the details of the approach need more work,
especially in the PKI area, the foundation appears to
be solid. Using HITs as host identifiers has been shown
to work [10]. Using HITs instead of IP addresses in
an ad hoc network is straightforward as the typical
ad hoc routing protocols assume pre-defined, unstruc-
tured, stable address space [12]. The SPINAT approach
is very similar to the IPNL approach [3] by Francis
et. al. while using ESP for tunneling and HIP for soft
state management in the middle boxes. Finally, the
signalling delegation approach [8] is a straightforward
application of the more generic trust management ap-
proaches, including SDSI/SPKI and KeyNote2 [1].

The approach is demonstrably less fragile than Mo-
bile IP [10]. In particular, no fixed home agents are
needed. To facilitate fast movement and to solve the
simultaneous movement problem, a Forwarding agent
can be used to keep track the current IP addresses of
a mobile host [10]. As discussed recently at the 59th
IETF meeting [13], basically any node can act as a for-
warding agent for other nodes that it has a connection
with. This can act as a starting point for designing a
robust rendezvous infrastructure that works well even
under network partitioning and intermittend connectiv-
ity.

CONCLUSIONS
The Host Identity Protocol (HIP) is a promising

new protocol proposal currently under discussion at the
IETF. Additionally, a number of research projects are
considering HIP as an architectural component. There

Table 1: HIP implementations

Boeing Phantom Works Linux
Ericsson Research Nomadiclab FreeBSD OSS
Helsinki University of Technology Linux OSS
Indranet technologies Python OSS
Sun Research Grenoble Solaris

are currently five publicly known implementations of
the HIP base protocol, three of which are distributed
under open source or compatible licenses (OSS); see
Table 1.

In summary, it can be seen that HIP can solve the
problems identified above, namely:

• host identifiers can be used with strong security
guarantees instead of IP addresses, thereby allow-
ing IP addresses to change over time without dis-
rupting communications;

• notifying a peer of an IP address change due to mo-
bility can be done directly with no communications
through a home network;

• HIP allows firewalls to cryptographically authen-
ticate which hosts have packets on a given network
segment;

• HIP has been designed to minimize vectors for
denial-of-service attacks;

• since intermediary routers and firewalls can change
the IP addresses, tracking IP addresses brings rel-
atively little benefit to an eavesdropper. The focus
is moved to end-point-identifiers, such as public
keys and HITs; and

• extensions to HIP should allow hosts to protect
their identities from eavesdroppers while still au-
thenticating themselves to each other.
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Abstract

Hierarchical, cluster-based routing greatly reduces rout-
ing table sizes compared to host-based routing, while reduc-
ing path efficiency by at most a constant factor [9]. More
importantly, the amount of routing related signalling traffic
is reduced [7, 11, 19]. On the other hand, address changes
caused by nodes changing their cluster produces address
management traffic. In this paper, we present a new lo-
cal clustering method that produces dense and stable clus-
ters, thereby minimizing address changes and allowing bet-
ter and more stable network conditions for ad hoc routing.

1 Introduction

When clustering is introduced to an ad hoc routing sys-
tem, locally computable clustering is a necessity in order to
avoid generation of excess control traffic. In the ideal case,
each arriving node is able to determine the appropriate clus-
ter simply by consulting its immediate neighbors, who will
not need to communicate further to determine the best clus-
ter. Proposals for and analysis of cluster-based routing in
dynamic networks include [10, 19].

Within a clustered network, routing can be divided into
two subproblems: finding a route of clusters to the destina-
tion node and finding a route within each cluster either to
the next cluster or to the destination node within the cluster.
If two previously disconnected clusters become connected
or vice versa, the inter-cluster routing is affected. Desir-
ably inter-cluster connectivity changes are rare and nodes

only switch from one cluster to another in order to mini-
mize intra-cluster routing and maintenance costs. Avoiding
cluster changes helps stabilize routing by cluster hops in
comparison to routing based on individual links.

It is common for many clustering algorithm proposals
that nodes are at most two hops away from the members of
their corresponding clusters [2, 4, 5, 6, 12]. Methods differ
for example in the usage of cluster heads and possible clus-
ter overlaps. Ohta et al. [16] propose a clustering algorithm
similar to the one presented in this paper, where the clus-
ters are chosen from neighboring ones, bounding the size
of each cluster. Our contribution is in choosing the clusters
based on a particular method for local graph clustering that
helps achieve dense clusters [18]. Our clustering protocol
does not impose explicit constraints on the cluster diameter
and hence the intra-cluster hop counts are not limited. The
goal is to produce such a clustering where topology changes
are concentratedinsideclusters and changes in inter-cluster
connectivity are avoided.

We aim at clusters with high local density and only few
links to the rest of the network desirable as they simplify
the routing task. Link state algorithms, such as OLSR [3],
require dense and relatively small networks in order to be
efficient [17] and perform well for intra-cluster routing with
dense and stable clusters. Inter-cluster routing, on the other
hand, may well use on-demand routing protocols that con-
struct routes based on cluster hops and gain the advantage
of more stable routes, as the clustering hides many route-
breaking topology changes that occur within single clusters.

1



2 Cluster fitness

In this paper, we model ad hoc networks as dynamic
graphs, consisting of nodes and edges (bidirectional links).
The focus is on the clustering protocol. We use a graph-
theoretical fitness measure [18] to locally select the cluster
of an arriving node. We adopt the following notation to de-
fine the fitness measure used: in a graphG = (V, E), a
cluster candidate is a set of nodesC ⊆ V , and the set of
edges of the subgraph induced byC is Ec = {(m, n) ∈
E | m, n ∈ C}. Thesizeof the cluster is the number of
nodes included in the cluster, denoted by|C|. The (local)
densityδℓ (C) of a clusterC is |Ec| /

(

|C|
2

)

for clusters with
more than one node and zero otherwise. The density of the
entire graphδ (G) is simply |E| /

(

|V |
2

)

. Clusters for which
δℓ (C) ≫ δ (G) can be considered good. Therelative den-
sity δr (C) [14] is defined in terms of theinternal degree
degint (C) = |Ec| andexternal degree

degext (C) = |{(m, n) ∈ E | m ∈ C, n ∈ V \ C}| (1)

of a cluster candidateC as the fraction of the internal degree
of the total number of edges incident on the cluster. It is
commonly acknowledged that a good graph cluster should
have many edges connecting the included nodes to each
other, and as few as possible connecting the cluster to the
rest of the graph, and hence, high relative density [8, 14].
We want each node to be connected to each member of their
cluster by at least one pathwithin the cluster, preferably di-
rectly linking to many cluster members, and linking to only
few nodes outside its cluster. The first criterion is fulfilled
if only connected subgraphs are considered as cluster can-
didates. We choose to optimize the product of the relative
and local densities to achieve clusters that fulfill the other
two criteria:

f (C) =
2 degint (C)

2

|C| (|C| − 1)(degint (C) + degext (C))
. (2)

With respect to this measure, a good cluster is both dense
and “introvert”, and the combination avoids counterintuitive
clusterings produced by optimizing either one of the two
density measures alone.

3 Clustering protocol

The clustering algorithm initiates, e.g. after the node first
wakes up, by probing the neighborhood with a CLUSTER

REQUESTmessage to which all neighboring nodes respond
with a CLUSTER REPLY. The response message consists
of the node identifier, cluster identifier and three integers:
the number of nodes in the cluster|C|, the internal degree
degint (C) of the cluster, and the external degreedegext (C)
of the cluster. If no responses arrive, the node creates a

Figure 1. Stationary nodes with fixed range
have been added one by one, with existing
nodes updating their clusters (indicated with
colors) after the newcomer selects a cluster.
Cluster heads have a black border. On the
right, a more anomalous network structure.

singleton cluster and becomes its cluster head. This allows
the clustering to initialize in a distributed fashion.

If replies do arrive within a beacon frame, the node
chooses among the neighboring clusters by optimizing the
change in cluster fitness, choosing the cluster for which its
join would cause the highest increase (or smallest decrease).
The node declares its selection by broadcasting a CLUSTER

JOIN message containing the cluster identifier of the cho-
sen cluster. Upon the creation of a singleton cluster, the
node sends a CLUSTER JOIN message containing the clus-
ter identifier it chose.

The CLUSTER REQUEST and CLUSTER REPLY mes-
sages are then used periodically to maintain up-to-date
neighborhood information and to make decisions of leav-
ing and joining clusters. Generally, a node only performs a
cluster switch (through a join operation) when it isquality-
increasing: a nodei executing the cluster-selection protocol
switches from its current clusterCi to another clusterC if
the sum of the cluster fitnessesCi andC grows asi switches
from Ci to C.

In addition, we impose upper and lower bounds on the
cluster sizes so that nodes primarily choose clusters that are
within the bounds. If there are no such neighboring clusters,
a node prefers clusters below the lower bound, and in their
absence, then will create a new cluster. No node may join a
cluster whose size is at or above the upper bound.

A node stays in the same cluster until it either announces
a join to another cluster or the cluster splits. The periodic
cluster request and subsequent cluster join messages are
the basic cluster maintenance mechanisms. We utilize the
cluster-head status of a node in coping with cluster splits
and having the cluster heads periodically broadcast keep-
alive messages that are flooded only within the respective
clusters. The lack of a keep-alive message indicates to a
node that it has disconnected from its cluster head and it
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corresponding deviation.

must reinitiate the cluster selection protocol.

4 Experiments

We sketched a small-scale simulator to visualize clus-
terings [20] (examples shown in Figure 1). We also built
an ns-2 implementation [13] of the algorithm for larger
scale experiments. Our experiments with simulation tools
are promising: the clusters achieve a proper sense of lo-
cality in space and their structure corresponds well to the
intuitive global clusterings of the network.

In thens-2 simulations, we used networks of 30 nodes
in a one square-kilometer area. The minimum cluster order
was set to five and the maximum to eight nodes; the simula-
tor was very slow for larger networks. Each node probed its
neighborhood, with a range of 250 meters, on five-second
intervals and the cluster heads broadcasted a status message
for intra-cluster flooding on five-second intervals.

4.1 Effects of outdated information

Observing the behavior of the clustering method on the
simulators, it also seems feasible to approximate the fitness
function using estimates of|C|, degint (C) anddegext (C).
Such “lazy updates” would allow for a more relaxed control
traffic within the cluster, as not all nodes need to be imme-
diately aware of newcomers, departing nodes, or changes
in edges. The effects of outdated information can be de-
duced from the fitness function (Equation 2); the magnitude
of the difference between the actual value, and the assump-
tion made at a single node depends on the rate of change in

the clustering, as well as the frequency with which updated
information is propagated in the network.

We traced a set ofns-2 runs and computed at each time
step the true values of the above measures and compared
those to the “belief” of each node, calculating the distance
in percentage of the real value. Formally, in every instant of
time, every nodei belongs to a precise clusterC(i). This
cluster has its orderVsize[C(i)], its internal degreeVin[C(i)]
and its external degreeVout[C(i)]; they are the actual values.
Likewise, at every instant of time, each nodei, holds its
estimated values respectively asEsize(i), Ein(i), Eout(i).

Figure 2 shows that the estimate for cluster size does
not diverge over time and the internal degree often “re-
stores” the correct value, but the estimates for the external
degree remain far from the true value. However, we seem
to achieve a practical clustering even with the problems in
determining the external degree. With additional control
overhead, the accuracy could be improved.

One reason for the problematic estimation of the external
degree is that in cluster splits, there is a risk that the origi-
nal cluster will not notice the departure of some nodes. In
situations where splits are frequent and the departing nodes
will often become completely detached from the old cluster,
not even remaining in the neighborhood, the cluster heads
should send out time-stamped beacon messages contain-
ing the cluster member list that are propagated by broad-
cast within the respective clusters, and the member nodes
respond (through a broadcast tree formed by the order in
which the nodes received the beacon message from each
other) by stating which of those members are currently their
neighbors and how many other neighbors they have.

Such a mechanism allows for the entire cluster to main-



-1

-0.5

 0

 0.5

 1

A
ve

ra
ge

Diff. of local and global density

 0

 2

 4

 6

 8

Average cluster order

 0

 0.5

 1

Average cluster fitness

 0

 0.2

 0.4

 0.6

 0.8

 1

V
ar

ia
tio

n

Simulation time

 0

 2

 4

 6

Simulation time

 0

 0.2

 0.4

 0.6

Simulation time

-1

-0.5

 0

 0.5

 1

A
ve

ra
ge

Diff. of local and global density

 0

 2

 4

 6

 8

Average cluster order

 0

 0.5

 1

Average cluster fitness

 0

 0.2

 0.4

 0.6

 0.8

 1

V
ar

ia
tio

n

Simulation time

 0

 2

 4

 6

Simulation time

 0

 0.2

 0.4

 0.6

Simulation time

Group-mobility model Random way-point model
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tain a more up-to-date view on the cluster topology. The
cluster head should not send out a new beacon before it
receives the replies to the previous ones; the waiting time
should be reset upon the arrival of a reply and the com-
putation of the current values should only be done after a
timeout occurs with no further reply arrivals. If however
the cluster head receives a replyafter the timeout, it should
increase the waiting time for the next beacon round. A
mechanism for reducing the time if all replies arrive quickly
could also be included. Note that by adding a hop counter
to the beacon messages, incremented by each forwarding
node, nodes can include the value of the counter upon their
first reception of the message to their replies and thus in-
form the cluster head of their “effective” distance from the
cluster head; this information could also be used to adjust
the waiting time at the cluster head.

As described above, cluster formation is based on an ex-
change of simple messages that contain the cluster identi-
fier and three integers: the size of the existing cluster, the
internal degree of the cluster, and the external degree of the
cluster. If a link state routing protocol is used within the
cluster, the nodes can use link state information to produce
the current values, and do not need to exchange any extra
messages for intra-cluster information. Using these figures,
together with information about the new or deleted edges,
each node under consideration is able to estimate the clus-
ter quality for each cluster candidate.

For moderately sized clusters (at most 256 nodes) and
64-bit cluster identifiers, all of the required information
can be fit into 16 bytes. This could be included in exist-
ing link-layer frames, IP layer address resolution, neighbor-
discovery messages, routing messages, or in Wireless LAN

beacon frames.

4.2 Cluster quality

We studied the quality of the clusterings produced by a
series ofns-2 simulations, studying cluster density, fit-
ness, and stability as the main indicators. We ranN =
10 simulations with 30 nodes. The mobility models uti-
lized were reference-point group mobility (GM) model with
nodes moving in small groups, random direction (RD)
model, random walk model (RW), and random way-point
(RWP) model [1, 15].

In all our scenarios the nodes move with speed uniformly
distributed in [0, 15] m/s after an initial period of[0, 5]
seconds. In GM, each individual node moves as in RWP,
but within a restricted area of 200m2 surrounding the group
imaginary reference point, while reference points also move
as in RWP, but within the whole simulation area. For RW,
nodes change direction on one-second intervals.

We report averages, and variations of some measured in-
dicators; formally, we denote the average of a set ofk values
{y1, y2, . . . , yk} asAvg [yi]

k
1 = 1

k

∑k
1 yi, and the variation

as:

̺ [yi]
k
1 =

√

√

√

√

∑k
i=1

(

Avg [yi]
k
1 − yi

)2

k
(3)

where,k denotes the cluster count at a certain time step,
and yi = m(Ci) is an instantaneous measure (concern-
ing the clusterCi) for a certain metricm. With regard
to our clustering algorithm, we considered particularly sig-
nificant to monitor the overall conditions (average over all
clusters) in terms of density, order and fitness. Hence, the
metrics measured over a period ofD = 600 seconds were
the following, with a measurement taken for each time step
t ∈ {0, 2, 4, . . . , 600}: the local density of the clusters ver-
sus the density of the graph(δℓ (Ci) − δ (G)), the cluster
order|Ci|, and the cluster fitnessf (Ci). For the density dif-
ference, the range is[−1 , 1] and a positive value indicates



Table 1. Measures of graph (Equation 4) and cluster stabilit y (Equation 5) for the mobility models
(MM), averaged over N = 10 experiments of duration D = 600 seconds.

MM B̃/D B̃int/D Ẽ/D Ẽint/D T̃ /D T̃int/D Q̃ F̃ S̃ T̃ · S̃

GM 1.53 0.25 1.55 0.21 3.08 0.46 0.03 0.01 0.04 77
RD 1.04 0.43 1.06 0.20 2.10 0.63 0.10 0.08 0.18 227
RW 1.13 0.47 1.15 0.42 2.28 0.90 0.04 0.02 0.07 89
RWP 1.50 0.59 1.51 0.26 3.01 0.86 0.09 0.07 0.16 289

that dense subgraphs have been selected as clusters; if the
value is close to one, almost all links present in the graph
are internal to some cluster. For the cluster order the range
is [0,8], its value over time it is a first indicator of cluster
stability as stable clusters must have few fluctuations. The
fitness varies in[0, 1] with values close to one indicating
optimal clusters.

The results are shown in Figure 3; results for RD, and
RW mobility models were similar and omitted. All mobil-
ity models produced clusters with much higher local den-
sity than the density of the entire graph. Unexpectedly,
the group mobility model produced large clusters with very
high density, whereas group mobility scenario had consis-
tently much better fitness than in other mobility models.
Both random way-point and random direction acted simi-
larly, producing small, but dense clusters.

4.3 Cluster stability

We also studied thestability of the graph and cluster
topologies (results are shown in Table 1), recording the total
amount of link breakagesBi and new link establishmentsEi

and the average topology change rateT /D by considering
the graph variations occurred per second in experimenti,
i ∈ {1, 2, . . . , N}:

B̃ = Avg [Bi]
N
1 , Ẽ = Avg [Ei]

N
1 , T̃ = B̃ + Ẽ . (4)

We additionally recorded the number of topology changes
that wereinternal to clusters, denoting these byBint, Eint,
andTint, respectively1. Cluster stability was measured by
the number of cluster changes, distinguishing between two
categories:Qi is the number of quality-increasing cluster
switches andFi is the number of switches due to a cluster
split;

Q̃ = Avg

[

Qi

Bi + Ei

]N

1

, F̃ = Avg

[

Fi

Bi + Ei

]N

1

(5)

We denotẽS = Q̃+F̃ ; note that as̃T is the average number
of topology changes,̃S · T̃ is the average amount of cluster
changes in a single simulation run.

1Inter-cluster topology changes could be deduced as a difference be-
tweenT andTint

The results in Table 1 show that group mobility model
and random walk show have the most stable clustering
structure of the four, although the reasons differ. Random
walk creates mainly local movements, which means that the
overall topology of the graph will tend to stay the same with
small variations. It has as low rate of topology changes
as random direction, but causes much less changes in the
clustering structure. This is due to the local movements
of nodes in random walk vs. global movements of nodes
in random direction. Group mobility model creates global
movements, but with certain groups of nodes staying close
to each other. This causes a high rate of changes in the
topology, but low rate of changes in the clustering. The
random-direction model also produces global movements.

We experienced very few clusters splits and changes in
general. Overall, the rate of changes in clustering is small.
Group mobility and random walk cause changes in cluster-
ing in 4% and 6% of the cases where topology changes and
random direction and random way-point models in 16% and
18% respectively.

5 Conclusions

We introduced a new local measure for clustering qual-
ity, and outlined a simple protocol for local cluster manage-
ment. The simulations show that the clustering algorithm is
capable of creating a clustering structure, which hides most
of the topology changes within the network and thus mak-
ing inter-cluster routing task easier. The algorithm is capa-
ble of capturing the structure that may exist in the move-
ments of nodes. This is especially marked by the group
mobility model having the highest rate of topology change,
while having least changes in clustering both per topology
change and per unit of time. The algorithm also managed to
form clusters with high local density, allowing us to parti-
tion the network into smaller subnetworks which are easily
managed by proactive routing algorithms such as OLSR [3]
that are designed especially for dense networks with small
diameter.

As future work we plan to study how the proposed clus-
tering algorithm could be used to further optimize routing
and address management. On top of a base-layer cluster-



ing, we could form a hierarchy of clusterings with a very
similar cluster-formation protocol, relying on routing the
higher-level cluster requests to the cluster heads. Such a
layering would however introduce additional duties to the
cluster heads, but is an interesting area for further work.
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Chapter 1

Introduction

It is often stated that severe scaling problems will face anyattempts to build large
ad-hoc networks. In many real-life situations, however, networks have some kinds
of natural hierarchical structures or clustering, which can be used to support their
management. For example, in ad-hoc access networks the mobile nodes are organ-
ised to maintain contact to a supporting fixed network, therefore the static access
points of the fixed network induce a natural clustering amongthe mobile nodes.
Such real-life hierarchical structures can be used to assist in the operations of an
ad-hoc network.

In this work, the results of a large literature survey combined with a requirements
analysis are presented, focusing on secure routing, maintenance of operations,
and induction of cooperation in the ad-hoc network. Authentication, managing
trust relations, and key management (group keys) solutionssupport meeting these
requirements. Privacy or anonymity of nodes is left outsideof the scope. Service
architectures and trust managing architectures are beyondthe scope of this work,
too.

The termad-hoc networkrefers here to self-organising networks where the nodes
form connections between themselves, without the help of pre-existing routers or
other infrastructure. Self-organising means that the userneed not concern herself
with network management. The same principle applies for security operations,
short of managing the (physical) security of the ad-hoc devices and what the
equipments’ access control function demands (for example,remembering pass-
phrases).

Overlay networks or sensor networks are out of the scope of this work, except
when the solutions are also applicable in mobile ad-hoc networks. There are two
reasons for this. First, overlay networks as, the name suggests, need the support
of an underlying network. Second, sensor networks are usually relatively stable
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networks with special low-capacity devices made for measuring and gathering
information. Such networks have different demands and usesfrom most typical
mobile ad-hoc networks that consist of portable devices, such as laptops and smart
phones.



Chapter 2

Background

2.1 Different types of ad-hoc networks

Networks of communicating nodes where the network offers noexplicit or sep-
arate supporting infrastructure are called ad-hoc networks. In these sorts of net-
works, end-to-end connections are formed in a hop-by-hop manner utilising the
other nodes, without the help of separate routers. In other words, links are formed
directly between participating nodes, each of which can forward packets, poten-
tially towards the destination node. In some applications,connections are limited
to a small number of hops or just one hop. Such ad-hoc networksare either very
small, with limited purposes, or work only as access networks to a fixed network
(ad-hoc access networks are discussed in Section 2.1.1).

Communication in ad-hoc networks is wireless, usually based on radio connec-
tions, such as the Wireless Local Area Network (WLAN) [1] or BlueTooth [2].
The nodes may have relatively little memory and computational capacity, limited
battery-life, they can be physically small, and are usuallynot tamper-resistant.
This is especially the case with ad-hoc sensor networks (seeSection 2.1.2). By
convention, the unqualified termad-hoc networkusually refers to mobile wire-
less ad-hoc networks, while in ad-hoc sensor networks the nodes are usually not
mobile.

Peer-to-peer (P2P) networks, in turn, are typically not mobile ad-hoc networks -
but overlay networks. Overlay networks are virtual networks formed on the top
of some other network, such as the Internet, some Local Area Network, an ad-hoc
network, etc. While the connections are formed in a hop-by-hop manner between
end nodes, as in ad-hoc networks, this happens using an underlying network in-
frastructure. In spite of that, some security solutions models are applicable in
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ad-hoc networks either in the application layer or as abstract models.

This work concentrates on mobile and wireless ad-hoc networks. Sensor networks
and peer-to-peer solutions are presented only if they are applicable in this envi-
ronment as well.

2.1.1 Ad-hoc access networks

One of the most promising applications for ad-hoc networks is their use in con-
necting mobile nodes to a fixed network, i.e., as ad-hoc access networks. In ad-
hoc access networks (see Figure 2.1), the mobile nodes are organised to maintain
contact with a supporting fixed network, and the static access points of the fixed
network thus induce a natural grouping or clustering (see Section 4) among the
mobile nodes. Sometimes, multi-hop connections are limitedto few hops, so that
the ad-hoc network forms an “extension” network at the border of a fixed network.

For example, a two-tier ad-hoc access network is presented in [3], where the sec-
ond layer consists of hosts acting as gateways to a cellular or a fixed network.

ACCESS POINTS

FIXED NETWORK

WIRELESS BACKBONE

MOBILE NODES

����
��
��
��

�
�
�
�

HubEthernet 

HubEthernet 

Figure 2.1: An ad-hoc access network
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2.1.2 Ad-hoc sensor networks

A sensor is a small device designed for gathering information from its vicinity
and either storing or transmitting it to a base station. An ad-hoc sensor network
consist of several sensors that form connections in an ad-hoc fashion via other
sensors without pre-existing infrastructure. These devices are very small, low-
cost with limited capacity, even in comparison with other ad-hoc networks. For
example, the Mica mote, a small (several cubic inch) sensor has a 4 MHz 8-bit
processor with 128 KB of instruction memory, 4 KB of RAM for data, and 512
KB of flash memory. The radio is a 916 MHz low-power radio, delivering up to
40 kbps bandwidth on a single shared channel and with a range of up to about a
few tens of meters. The device is powered by two AA batteries.[4]

Computational power in sensor networks is so limited that public key cryptogra-
phy is often too expensive. Memory is limited, hence the nodes cannot maintain
complicated state information. Radio transmission is costly, which means that
message expansion caused by signatures is costly too. Moore’s law is not likely
to help: sensors are preferred to become cheaper instead of adding performance.
Most solutions presented in the mobile ad-hoc network literature require capabil-
ities beyond those of a sensor network but there are some exceptions.

Sensor networks are usually not designed with security in mind, yet security is
difficult to add later on. If adversaries can disrupt or interfere with routing, sensor
network becomes crippled or useless. Resource limitationsare a two or three
orders of magnitude worse than in typical mobile ad-hoc networks, which means
that sensor network security is a difficult challenge.

2.2 Ad-hoc network routing

The routing protocols for ad-hoc networks can be divided into three categories:
proactive, reactive, and hybrid routing. Aproactive routingprotocol maintains
topology information of the network, in a manner where the correct routes to all
hosts are known - all the time. Areactive routingprotocol finds routes only on
demand, i.e., when there is a packet to be routed to the destination. A hybrid
routing, uses both systems in combination, usually so that the routes to nearest
hosts are maintained in a proactive fashion and routes beyond a certain predefined
area are looked up reactively.

A common technique used by many routing protocols in ad-hoc networks is broad-
castingroute queries. The relaying nodes add their own identifiers to the header
of the query. When the query reaches its destination, the accumulated route can

CHAPTER 2. BACKGROUND 10

be read in the header. This route is sent back as aroute reply. This part of the
protocol is calledroute discovery.

A source routingsystem is one where the sender of a packet determines the com-
plete route to destination first, and lists this route explicitly in the data packet’s
header. A hop-by-hop routing system is one where each node independently de-
termines the next hop for each data packet. The main drawbackof source rout-
ing in ad-hoc networks is that the routing information at thesource may become
obsolete, leading to failed delivery. The main drawback of hop-by-hop routing
protocols is that they easily lead to routing cycles.

In a link-staterouting protocol, each node maintains information of the status of
every link in the network. In adistance-vectorrouting protocol, every node main-
tains a list of distances for each neighbour and each destination. When sending or
forwarding a message, a node selects the neighbour with the shortest distance to
that destination. The exact route is not known to the sender,hence the route infor-
mation is not spread throughout the network but the distances need to be kept up
to date. One of the most common proactive routing protocols is the Destination-
Sequenced Distance-Vector Routing (DSDV) [5].

Reactive routing protocols include the Dynamic Source Routing (DSR) [6] and the
Ad-hoc on-demand distance vector routing (AODV) [7]. Both AODV and DSR
flood a route query to the network when the route that is neededis not known.

2.2.1 On the computational complexity of route selection

Theoretically, finding an optimal route in a general graph isNP-hard. However,
for a graph in Euclidean space with limited strategies for route selection, the prob-
lem becomes simpler: In the class of local probabilistic control schemes, route
selection takesO((loglogN)2) time in any graph. In Euclidean space, with prob-
ability 1 − O(1/n), routing between arbitrary two nodes takesO(

√
n) time. In

a rectangular domain space with heightH and widthn/H, routing between two
arbitrary nodes can be done in timeO(n/Hmin[H, ⌈(logn)/H⌉]). These results
that were presented in [8] are limited to static networks.

In mobile networks, the dynamics makes it practically impossible to find an op-
timal route. Therefore, it is more important to quickly find aroute that is near-
optimal, or at least stable enough, so that the packets may reach their destination
before expiring.



CHAPTER 2. BACKGROUND 11

2.3 Distributed security and ad-hoc network secu-
rity

In dynamically changing ad-hoc networks, where hosts may beunreachable from
time to time or the network can be partitioned, one needs to consider the notions
of distributed security. The security solutions used may not assume that a partic-
ular node is reachable anytime. Therefore, the need for on-line contacts to central
entities has to be minimised. In addition, nodes should be able to perform the
computations needed by the most critical network operations by using only the
information provided by its neighbourhood (Locally computable solutions). Opti-
misations requiring information over all nodes or links become unfeasible, as the
network topology changes rapidly.

The reliability of communications itself is an especially important security issue,
too. In ad-hoc networks where nodes themselves act as routers, any compromised
nodes can seriously hinder the operations of the network by not cooperating in or
abusing the routing of messages. This issue is discussed further in Sections 3.1
and 3.2.

Following subsections describe some basic security schemes and concepts used
later in this thesis.

2.3.1 Public key cryptography

In public key cryptography, each principal has two keys, a public key and the cor-
responding private key. These keys are linked so that the private key is used to
decrypt the data that is encrypted with a public key. In orderto send an encrypted
message to someone, one needs to know the public key of the recipient. It is dis-
tributed openly, and in some cases even used as the recipient’s primary identifier
(See SPKI [9]). The private key is kept secret, known only to the owner of the
key-pair, who can open the message. The asymmetry is a featurethat helps key
management, for knowing the public key does not help an attacker to decrypt the
message.

Public-private key pairs are also used in digital signatures. There, the secret key
is used in creating a signature that can be verified by anyone knowing the public
key. Public key cryptography was introduced by Diffie et. Al [10] and a common
public key algorithm is RSA [11].
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2.3.2 Forming and managing security associations with public
keys

Public Key Infrastructure A public-key infrastructure (PKI) is used for dis-
tributing and managing large quantities of public keys. PKIhas one or several
Certification Authorities(CA) that issue credentials,Certificates, as a proof that
certain public key belongs to a certain principal. CA signs acertificate with its
own private key, whose corresponding public key is expectedto be known to ev-
eryone.

Certificates can be also used for authorisation, in which case the CA signs a proof
that certain principal is granted access to a service. Sometimes a public key may
become compromised, or it becomes necessary to cancel the access. A certificate
may berevokedby the CA that has issued it by having the issuer publish a certifi-
cate revocation list, a CRL. Every service provider is expected to check the CRL
when verifying a certificate’s validity. Usually, certificates have an expiry time, so
that they are automatically cancelled after a period of time.

A public key infrastructure is often assumed to exist in ad-hoc networks by many
authors of security solutions. However, it is not trivial tobuild one in ad-hoc
environment. More on this in Section 3.3.1.

SPKI [9] is a public key infrastructure where the public keysthemselves act as
identifiers for principals. There are some other ways to identify nodes and authen-
ticate public keys, for example, self-certified keys [12] and SUCV-identifiers [13].

2.3.3 Threshold cryptography

In threshold cryptography [14], a common secret, like the private key of the whole
system, is “cut” into pieces and shared betweenn principals. The cutting is done
so - that none of the principals can use the key alone - but a specified numberk of
them can collaboratively use the key.

2.3.4 TESLA

TESLA [15] is a broadcast authentication protocol used in many solutions for
authentication and secure routing. TESLA employs one-way key chains. Aone-
way key chainis a sequence of keys generated by repeatedly applying a one-way
function on a random number. The keys are then used (or disclosed) in back-
ward order, so that the next key cannot be calculated from theprevious ones- but
the relationship between two consequent keys can be verifiedwith the one-way
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function. These kinds of key series are widely used as one time key lists.

In TESLA, the sender discloses a new key at appropriate time intervals, according
to a pre-determined key-schedule. Key disclosure is delayed - so that the key is
published only after it has been used. The schedule is known by the receivers, so
they can estimate the validity time of a specific key.

When TESLA is used for authenticating traffic, keys from the one-way key chain
are used as Message Authentication Codes (MAC). Delayed keydisclosure means
that the receiver can verify a packet only after the key has been revealed. Even
when the keys used are symmetric, TESLA has an interesting asymmetric prop-
erty. In broadcast authentication, the receivers need to able to verify the MAC, but
on the other hand, they should not be able to generate a valid MAC themselves.
TESLA achieves this asymmetry without using asymmetric cryptographic prim-
itives. TESLA’s central security issue is to determine the sending time of each
packet, hence, the system must have at least a loose time synchronisation.

This packet authentication mechanism can also tolerate packet losses, because
later keys can be verified by repeatedly applying the one-wayfunction until the
keys of missing packets are skipped.

Chapter 3

Threats and problems in ad-hoc
networks

Security issues in ad-hoc networks usually include the following:

• Confidentiality of communications: between two users or within a group

• Availability of communications: preventing DoS-attacks,ensuring cooper-
ation (forwarding packets)

• Authenticity and integrity of communications

• Sometimes it is important to prevent unauthorised use of network services
(access control)

• Privacy (location, identity etc.)

The goal is to enable communications in a secure way, from enabling packet for-
warding and secure routing to establishing trust relationsand encryption keys. In
an ad-hoc network environment, one needs to consider the notions of distributed
security (see Section 2.3). No particular node can be expected to be reachable at
all times. The network topology varies according to the movements of the nodes.
Therefore, the need for on-line contacts to a central entityhas to be minimised
and credentials of formed trust relations should be portable.

In ensuring cooperation, it is usually important to make difference between in-
tentional and unintentional bad behaviour. The dropping ofpackets may happen
due to an error or be a calculated act to save batteries at the expense of packet
forwarding. However, the receiver may not be able to deduce which is which.
This problem affects especially reputation-based stimulation of packet forward-
ing (See 5.2.1).

14
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3.1 Routing attacks

In ad-hoc networks where nodes themselves act as routers, any compromised
nodes can seriously hinder the operations of the network by not cooperating in
or abusing the routing of messages. If the routing tables areforged, packets will
not reach their destination. Same can happen, if the headersof the messages are
tampered with. This section describes some of the principalattacks against ad-hoc
network routing.

Spoofed, altered, or replayed routing information ad-hoc routing is vulner-
able to these types of attacks, as every node acts as a router,and can therefore
directly affect routing information.

Selective forwarding A malicious node can selectively drop only certain pack-
ets. Especially effective if combined with an attack that gathers much traffic via
the node, such as the sinkhole attack or acknowledgement spoofing. The attack
can be used to make a denial of service attack targeted at a particular node. If all
packets are dropped, the attack is called ablack hole. If a node takes part in route
discovery, but does not forward the data packets, it is called agrey hole.

Sinkhole attack In a sinkhole attack [4], a malicious node uses the faults in
a routing protocol to attract much traffic from a particular area, thus creating a
sinkhole. Arushing attack[16] is one type of a sink hole attack gathering most
of the traffic directed to a specific target node. It exploits aproperty of several on
demand routing protocols of forwarding only the first route request targeted to a
specific node. As a result, any route between request initiator and the target that
is further than two hops always contains the attacker.

Sybil attack The Sybil attack [17] is targeted to undermine the distributed so-
lutions that rely on multiple nodes’ cooperation or multiple routes. In a Sybil
attack, the malicious node gathers several identities for posing as a group of many
nodes instead of a one. This attack is relevant not only as a routing attack but it
can be used against security schemes. Many crypto-schemes in ad-hoc networks
divide the trust between multiple parties. For example, to break a threshold crypto
scheme one needs several shares of the shared secret. Misbehaviour detection may
also rely on reports from several peer nodes. More information on these schemes
in Subsection 5.2.1 and Section 3.3.
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Wormhole attack The wormhole attack [18] usually needs two malicious nodes.
The idea is to distort routing with the use of a low-latency out-of-bound channel
to another part of the network where messages are replayed. These can be used,
for example, to create sinkholes and to exploit race conditions.

HELLO flood attack In a HELLO flood attack [4] a malicious node can send,
record or replay HELLO-messages with high transmission power. It creates an
illusion of being a neighbour to many nodes in the networks and can confuse the
network routing badly.

Acknowledgement spoofing If a protocol uses link-layer acknowledgements,
these acknowledgements can be forged, so that other nodes believe disabled nodes
to be alive.

3.2 Problems related to connectivity and coopera-
tion

Availability of network services is an important part of security in ad-hoc net-
works. Having one’s packets forwarded to their destinationdoes not only depend
on securing the routing against malicious attackers but also on the cooperation of
other nodes on the route.

A frequently asked question in connection with open ad-hoc networks is what mo-
tivates the nodes to forward other nodes’ packets when battery power is limited
and when the nodes have no common background. However, ensuring packet-
forwarding and cooperation is still emerging research. Fixed networks generally
do not have this problem, at least not on the node level. Thereis a separate in-
frastructure for routing and there is no special need for energy-conservation (i.e.,
routers do not usually refuse from routing legal traffic).

In open networks, where nodes are individuals acting in their own best interest,
the nodes are thought to be selfish, due to their limited battery-life. They are likely
to save their limited energy and they may not be willing to forward packets to the
benefit of others, unless otherwise motivated. Therefore, packet forwarding has
to be stimulated, assuming that the goal of the nodes is to send as many of their
own packets as they can, while being sure that the packets will be forwarded. The
same problem has consequences also when nodes are not independent but part of
a common organisation, as conserving energy is a common isuue in every ad-hoc
network that is composed of small devices with limited batteries. Solutions that
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aim to divide the packet-forwarding load fairly between thenodes will probably
also be useful in saving the total energy of the network.

3.3 The problem of managing security associations
and trust relations

There are many types of trust relations that can be formed in ad-hoc networks.
This work concentrates on the relationships between devices, assuming that the
trust relations that the users of those devices may have can be translated into trust
relations between their devices.

Whether a device trusts another device may be considered as an all-or-nothing
relation, or it may depend on the object of trust. Trust relations can be thought
of as an abstract structure built on top of the network, i.e.,a kind of an overlay
network. There is also need for trust relations in the initiation of the network, in
the so called bootstrapping phase. In order to build security associations between
nodes, it is often required that there is some initial basis of trust in the network,
for example, a certificate authority (CA). Another way to bootstrap trust is to di-
rectly pre-distribute keys or shared secrets. Whatever theinitial trust relationship
between the nodes is, there are many constructs in the literature for maintaining
old and forming new trust relations.

Sometimes it is important to prevent illegal use of network services. This means
that nodes must somehow be authorised before joining the network.

Routing information messages often need to be authenticated. When routinely
authenticating routing information messages, the authentication method should
be very lightweight.

Sybil attack may also be targeted on trust management systems. An attacker may
present itself to be highly trusted by its peers by presenting credentials signed by
multiple fake identities.

3.3.1 The problem of managing PKI in an ad-hoc network

The security associations and trust relations that nodes inan ad-hoc network ini-
tially have may consist of the relations that devices have through a public key
infrastructure (PKI, see 2.3.2). Standard PKI is difficult to implement in ad-hoc
networks. Having a previously constructed infrastructurefor public keys is a hard
requirement for an ad-hoc network but there are networks, such as that of a single
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administrative unit, that can have one. A few constructs have been proposed in
the literature for bootstrapping a PKI in ad-hoc networks, see Subsection 5.3.1.

PKI has a relatively distributed nature with one exception:for revocation pur-
poses, nodes frequently need to connect to a central entity,the certification au-
thority (CA), for acquiring an updated CRL. Ad-hoc networksdo not tolerate
well central entities that have to be reachable anytime. There are ways to alleviate
this, for example, by assigning several CA:s that each have acertificate from a
root CA. Still it is possible for an ad-hoc network to have partition with no CA.

When using certificates, their maintenance is necessary. When a node has been
found to be compromised, its certificate has to be revoked. Revocation in ad-
hoc networks is not an easy thing to do, due to the aforementioned problem with
central entities. It is generally prudent to use implicit revocation, where certificate
is valid for only a limited period. This means that only the well-behaving nodes
will have their certificates renewed. The network is also changing dynamically,
which means that the new nodes need to have a certificate as well.

3.4 Securing communications

Securing communications in ad-hoc networks can be done withor without the
help of the user of the device. Again, we concentrate more on the self-organised
network, where the user need not concern herself with creating and managing
encryption keys.

Encryption of communications between two parties can be implemented with pub-
lic keys or with public key authenticated symmetric sessionkeys. Public keys are
useful in authentication purposes but may also be used for securing communica-
tions between two parties. Usually, communications are encrypted with a shared
symmetric (session) key that is established with the help ofpublic key cryptog-
raphy. The main reason is that public key encryption and decryption are con-
sidered too expensive for bulks of data, another reason is that some public key
crypto-systems are vulnerable to known cipher-text attacks when there is very
much cipher-text available.



Chapter 4

Clustered and hierarchical ad-hoc
networks

This chapter reviews the literature on clustered and hierarchical ad-hoc networks.
This environment is where the solutions and requirements, discussed in Chapters 5
and 6 respectively, are to be employed.

The structure of this chapter is as follows. First, in Section 4.1, different forms
of hierarchical and clustered routing is discussed. The problem of cluster forma-
tion is handled in Section 4.2. These sections present the part of the literature
survey that deals with clustering and hierarchical ad-hoc network routing per se,
setting aside the related security issues that are discussed later in Chapter 5. In
this chapter, the basic outcome of the performed literaturesurvey is that there is,
so far, only few works that attempt to take a combined view to clustering and rout-
ing, even though both clearly require similar type of information about the local
connectivity and topology.

4.1 Hierarchical and clustered routing

A cluster is a collection of nodes (geometrically) close together (see Figure 4.1).
Clusters can be formed for a common cause or as a reaction to a factor that is com-
mon to the nodes. A cluster-head is a special node in a clusterthat acts as a leader
for the cluster, for the purposes of routing or initialisingthe cluster formation, for
example. Cluster-heads are not always necessary, some clustering protocols do
not use them at all.

19
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Figure 4.1: An example of clustering

4.1.1 Hierarchy

A hierarchical structure in a network is composed of nested groupings (cluster-
ings) of nodes, forming a tree topology. A route from a leaf node to another is
formed via the routes between their respective groups. Thissort of routing is
called hierarchical routing.

In one of the first papers describing hierarchical routing, Kleinrock et al [19] de-
termine optimal clustering structures so as to minimise thesize of the routing
tables. The price for this is the increase in the average message path. However,
the increase need not be very large: Bounds were found for themaximum increase
of path length, so that in the limit of a very large network, enormous table size re-
duction may be achieved with essentially no increase in network path length. The
performance of the proposed hierarchical routing system was evaluated in [20].
It should be noted that as these papers were written in the 1970’s, they deal with
fixed networks, and the size of a large network was thought in terms of hundreds
or thousands of computers.

A two-tier ad-hoc networkmeans a hierarchical network consisting of only two
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layers. In other words, the nodes are grouped in some way, andthe groups can
have cluster-heads but there are no nested groupings (see Figure 4.2). Two-tier
networks are most common hierarchical structures in the literature, as several lay-
ers of hierarchies are expected to waste too many usable routes.

Figure 4.2: An example of a two-tier network

4.1.2 Hierarchical routing protocols

The Hierarchical Source Routing Protocol (HSR) [21] uses link state routing in
hierarchically arranged network. Another example of hierarchical routing is [22],
the Extended Hierarchical State Routing (EHSR). It is meantfor military envi-
ronments, battlefields. The hierarchical structure is extended also to a physically
multilevel environment, by using unmanned airborne vehicles (UAV:s).
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4.1.3 Zone routing protocol

The Zone Routing Protocol ZRP [23, 24] is a hybrid protocol. Every node has a
routing zone specified by azone radius. The zone radius is expressed in terms of
hops. The routing zone is similar to a cluster, except that every node defines its
own zone and acts as a cluster-head in its zone. The protocol works pro-actively
when forwarding packets inside the zone, and reactively when the destination is
beyond the zone radius.

Other zone-based routing protocols include [25] and [26].

4.1.4 Fish-eye state routing protocol

The Fish-eye state routing protocol FSR [27, 28] is also a hybrid protocol. In the
fish-eye protocol, the border between intra-zone routing and inter-zone routing is
a vague one, so that routes to destinations close-by are known best and the routes
to further destinations are known only approximately. The idea is that packets
are sent first to the area where the receiver is last known to have been. When the
packets are closer to their destination, the hosts in the area will know the exact
route.

4.1.5 LANMAR

Landmark routing, as hierarchical routing, was first introduced to fixed networks
in [29]. Pei et al., extended it to mobile environments [30].LANMAR com-
bines FSR and Landmark routing. Exact link information is known only between
neighbours, routing between groups uses landmarks. A packet directed to a re-
mote node initially aims at the landmark. When the packets are closer to their
destination, routing switches to the accurate route provided by FSR.

4.1.6 Geometric routing

Geometric routing has the basic assumptions that all nodes have information of
its own and its neighbours position, and the sender knows theposition of the in-
tended destination but not the route. Other papers on regional and scalable routing
include [31, 32, 33].
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4.1.7 Clustered routing

Hierarchical routing can take advantage of a clustered structure by using a differ-
ent routing scheme inside a cluster and outside it, as hybridrouting. Ideally, this
should simplify the routing information needed by each nodeby abstracting away
the topology of other clusters. There are a number of cluster-based routing algo-
rithms for ad-hoc networks (for example, [19, 34]) and analysis of its reducing
effect on routing table sizes [19] and signalling traffic [20, 35].

In [34], routing is based on clusters. The nodes forward messages towards the
closest member of the destination cluster. However, in order to route the packets a
node must calculate the shortest distances to each member ofanother cluster and
therefore have knowledge of the whole network topology. Also in [36], routing
is performed on top of a clustered topology, and [37] presents a cluster-based
architecture.

4.2 Clustering algorithms

In order to arrange themselves into clusters, the nodes needto run a clustering
algorithm. Many algorithms need the knowledge of the whole network topology,
while others perform the computations knowing only the neighbouring nodes and
their possible cluster-memberships [38, 39].

Clustering algorithms differ in what types of clusters theyproduce. Some clus-
terings permit no overlapping, so that every node belongs toexactly one cluster.
Others may have overlapping clusters [34, 40, 41, 42], some require it because
they are used with routing protocols that rely on overlapping [34]. Many clus-
tering algorithms choose special nodes, cluster-heads, that take care of the cluster
formation and later of the maintenance of the cluster [38, 43, 44, 45, 40, 41]. Some
clustering algorithms form cliques (see Figure 4.3), i.e.,clusters where every node
is at a one hop distance from every other node [34]. Some only require that the
distance to the cluster-head is one hop [45, 40, 41].

The role of a cluster-head varies in different protocols. In[35] the cluster-heads
are not used as routers but merely for pointing the directionof the cluster. In [39,
37, 41] the cluster-heads are only used in the cluster formation but not in rout-
ing. Clustering often contains some selection of gateways.Either one gateway is
selected or all possible gateways. Most identifier and connectivity based systems
choose only one gateway between two clusters.

Some clustering algorithms are described in more detail in the following subsec-
tions.
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Figure 4.3: An example of clustering:cliques

4.2.1 Identifier-based clustering

Identifier-based clustering refers to algorithms in which the cluster-head selection
is based on a numbering of nodes so that the highest or lowest numbered node
becomes a cluster-head in its neighbourhood. A node’s neighbourhood means all
other nodes within one bidirectional link from the node. Identifier-based cluster-
ing does not associate mobility and the clustering process in any way. Identifier-
based clustering is presented in [46, 47, 40, 41].

For example, in a distributed lowest-id clustering, a node elects itself a cluster-
head, if it has the lowest identifier in its neighbourhood. Otherwise it elects the
neighbouring node that has the lowest identifier, unless that has relinquished the
status to another node.
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4.2.2 Highest-connectivity clustering

Highest-connectivity clustering is similar to identifier-based clustering, except
that (in the distributed version) the most highly connectednode in neighbourhood
is elected as a cluster-head, and only the uncovered nodes, i.e., the nodes that have
not yet selected a cluster-head are included in the comparison. One such cluster-
ing algorithm is presented in [41]. All nodes are within one hop of a cluster-head.
The clusters can overlap but cluster-heads cannot be neighbours to each other.
A node that can hear at least two cluster-heads is called a gateway. Changes in
the network topology can cause a change in the cluster-head of a cluster, even if
no new nodes have joined the cluster. [41] also introduces a stability metric for
clusters, calculating the number of cluster-head changes per unit time.

4.2.3 LCC

Re-clustering is needed whenever the nodes move so that the current cluster-head
no longer has the lowest identifier. A clustering method called LCC, lowest cluster
change [48], is an improvement of lowest-id clustering. When a node comes into
the area of another cluster, re-clustering is not performedunless the node is a
cluster-head itself, or when a node wanders out of the reach of its cluster-head.
In former case, one of the cluster-heads relinquishes its role, in the latter, the
node becomes a cluster-head itself. The reduction in the number of re-clusterings
reduces the overhead and thus LCC performs better than lowest-id.

LCC can also be used in conjunction with the highest connectivity clustering.
However, in the same paper, it was also shown that lowest-id clustering performs
better than the highest connectivity clustering. This is due to the fact that usually
the order of id’s changes less frequently than the number of connections per node.

4.2.4 Weight-based clustering

Weight-based clustering is a generalisation of lowest ID clustering. Each node
has a unique weight, hence the nodes can be totally ordered. The weights are
calculated with mobility- or other metrics.

For example, Basagni [38] uses a weight-based criterion in clustering. Cluster-
ing coordinators are selected based on mobility-related parameters. Two cluster-
ing methods are presented: DCA (Distributed Clustering Algorithm) and DMAC
(Distributed Mobility-Adaptive Clustering). The clustering method works best in
quasi-static networks, and its time complexity depends on network topology, not
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on network size. It requires the knowledge of one-hop neighbours only.

4.2.5 ABCP

In Access-Based Clustering Protocol (ABCP) [45] a new node originally joins
any cluster within its reach. When a cluster-head relieves itself from cluster-head
duties, it chooses a successor, the node with most connections within the cluster.
This is for making as little changes to the clustering as possible. ABCP uses a
separate control channel for control messaging. In ABCP, every node is only one
hop away from cluster-head.

4.2.6 MOBIC

[43] presents a mobility metric for forming clusters. The metric is based on the
ratio of the power levels of successive transmissions measured at any node from all
its neighbouring nodes. A clustering method MOBIC (a lowestrelative mobility
clustering algorithm), uses this metric for selecting cluster-heads. It is claimed to
perform better than lowest ID. MOBIC uses the same stabilitymetric as [41].

The relative mobilityM rel
Y (X) is calculated as follows.

M rel
Y (X) = 10 log10

RxPrnew
X→Y

RxProld
X→Y

and the aggregate local mobility valueMY as follows

MY = var0(M
rel
Y (X1), M

rel
Y (X2), . . . , M

rel
Y (Xm)) = E[(M rel

Y )2]

This mobility metric can be calculated in a distributed manner.

4.2.7 Other clustering methods

“A Clustering Scheme for Hierarchical Control in Multi-Hop Wireless Networks”
(S. Banerjee and S. Khuller) [42] presents a clustering scheme for wireless sen-
sor networks that is meant for the hierarchical control structures of MMVN [36].
MMVN is a modular system of link- and network-layer algorithms enabling sup-
port for distributed, real-time multimedia applications.The goals of the clustering
are 1. each cluster is connected, 2. All clusters should havea minimum and a
maximum size constraint, 3. Any node in a network belongs to aconstant number



CHAPTER 4. CLUSTERED AND HIERARCHICAL AD-HOC NETWORKS 27

of clusters, 4. two clusters should have a small overlap and 5. clusters should be
stable. A cluster is formed here by first creating a spanning tree and then naming
some subtrees clusters. The algorithm is not locally computable but there is a
distributed version presented also.

In “Local clustering for hierarchical ad-hoc networks” [39] S. E. Virtanen and
P. Nikander present a clustering method where the cluster-formation can be com-
puted by the nodes locally. The cluster formation is based onthe ratio of the num-
ber of links inside the cluster to the number of links going out of the cluster. It
does not produce much extra traffic (none when cluster size isat most 256 nodes,
as the messages are piggybacked in existing link-layer or IPlayer messages) and
it produces “intuitively good” clusters i.e., clusters that have many links between
its nodes.

More information on different ways to form clusters can be found, for example, in
“Cluster-Based Networks” by M. Steenstrup [49]. It presents many different ways
to form clusters and reasons for using clustered topologies.

4.2.8 Performance of clusterings

In “Clustering Overhead for Hierarchical Routing in Mobile ad-hoc Networks” [35]
the overhead caused by clusters is compared to a situation, when clusters are not
used. The average clustering overhead per node per second isfound to be only
polylogarithmic to the node count.

According to “Giant clusters in random ad-hoc networks” [50], the most signifi-
cant measure is the ratio of the size of the biggest cluster tothe size of the whole
graph. The paper contains a simulation that supports the conclusions. The simu-
lation is done using rather strong assumptions, such as a constant node density.

The clustering methods in the literature have been developed for different pur-
poses, hence, some of them form deeper hierarchies and in some, the main opera-
tions of routing are left for the cluster-head to handle.

A side-effect of clustering and cluster-heads is that when nodes are no longer
equally important in maintaining connectivity, a well-connected node or a cluster-
head may become a single point of failure. Very deep hierarchies can reduce the
amount of routes, which also leads to weak points in the network.

The performance of routing depends on the size of the cluster, according to “Cluster-
based approach for routing in dynamic networks” [34]. The paper discusses per-
formance issues in clustering but does not solve all problems presented. The clus-
ter formation and the dynamics of the situation are described well. However, the
performance analysis was limited to few runs with a small number of nodes.

Chapter 5

Ad-hoc security solutions, solution
space

There are few publications concerning specifically the security of clustered or
hierarchical ad-hoc networks. However, more research has been done on the se-
curity of general ad-hoc networks. This chapter deals with some of those pub-
lications that are applicable and/or have consequences also in the case of clus-
tered/hierarchical ad-hoc networks.

Section 5.1 focuses on secure routing, without any direct consideration to cluster-
ing. A number of solution proposals are briefly explained. Section 5.2 continues
with the hard problem of cooperation, looking at both reputation and payment
systems. Section 5.3 provides a brief look at the basic, ad-hoc networking related
problems to key and trust management, and Section 5.4 gives an extensive survey
of distributed group key handling methods.

An integrated view to the different solution pieces is deferred until Chapter 6.

5.1 Secure routing

Many routing protocols are designed without considering any authentication or
authorisation of the messages and nodes that participate inrouting. In a dynam-
ically changing network, it is of course difficult to validate the routes that are
aggregated results of many nodes. This section deals with preventing the routing
attacks made by the malicious nodes.

28
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5.1.1 Multi-path routing

Malicious nodes attacking the routes can drop packets, or manipulate them in or-
der to stop communication. Instead of using only one path between the source and
destination, a multi-path protocol takes advantage of ad-hoc network’s route mul-
tiplicity: several paths are used simultaneously for communication. Multi-path
protocols deal with routing attacks by tolerating, rather than detecting and isolat-
ing malicious nodes. For example, the protocol discussed inthe next paragraph,
SMT, is a multi-path protocol. Other multi-path routing schemes include [51, 52,
53, 54].

SMT The Secure Message Transmission (SMT) [55] detects compromised trans-
missions. SMT uses an Active Path Set (APS), which is a set of diverse disjoint
paths between the two end nodes that are valid at the time. APScan be discov-
ered by any underlying route discovery protocol, so that it is independent of the
routing protocol. Both proactive and reactive protocols can be used. The message
dispersion is based on the Rabin’s algorithm [56] that adds limited redundancy to
the data. The message and redundancy are divided into pieces. A partial recep-
tion can lead to a successful message reconstruction, ifM out of N transmitted
pieces are received successfully, when the redundancy factor isN/M . The source
of communication manages the APS information: it updates the rating of each
path in its APS based on the feedback provided by the destination. Each path is
associated with two ratings: Short-term and long-term. Theshort term rating is
decreased byα each time a failed transmission is reported and increased byβ for
each successful reception. If the short term rating drops below a threshold value,
the path is discarded. The long-term rating is a function of the number of the
successfully received (and acknowledged) pieces over the total number of pieces
transmitted across the route. The long-term rating also hasa threshold value,
below which the path is discarded. A simulation compared theprotocol to two
variations of SMT: The Non-secure single-path (NSP) data forwarding protocol
that has no or message dispersion or security mechanisms, and the Secure single
path (SSP) transmission protocol that has no message dispersion.

In the simulation, 50 nodes moved in a 1000 m× 1000 m network coverage area
according to the random way-point mobility model. There were 15 simulation
runs that lasted 300 seconds each. The number of adversariesvaried from 0 to
25 nodes. The attack used was black hole, i.e., attackers discard all data packets
forwarded across routes they belong to. The route discoverywas assumed secure.
Network topology was assumed to be such that for any two nodes, it is highly
likely that (at least) two node-disjoint paths exist.
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The performance of SMT and SSP in this simulation was almost the same. NSP
experienced sharp degradation in message delivery and substantial packet loss,
when with SMT and SSP the effect of adversaries is smaller. SSP showed better
performance than SMT regarding the percentage of dropped packets by the attack-
ers. As the number of adversaries increases, SMT increases the dispersion factor
and the number of utilised routes. However, as the number of paths increases, it
becomes more likely for the routing operations to be subjected to adversaries.

The simulation results imply that SMT can support quality ofservice for real-time
communications. This is due to the low end-to-end delay whenusing simultane-
ously multiple routes. SMT seems more capable of supportingreal-time traffic
but it introduces more overhead when compared with SSP.

5.1.2 Securing reactive/on demand routing protocols

Ariadne Ariadne [57] is a secure routing protocol based on the on-demand
routing protocol DSR. It authenticates routing messages and can use different
schemes, shared secrets between each pair of nodes, shared secrets combined
with broadcast authentication, or digital signatures. Symmetric cryptography is
computationally more efficient than public key cryptography and Ariadne can be
used, for example, with Tesla, see Section 2.3.4.

Each node includes a MAC in the message to protect against removing nodes from
the route list in the route replies. The intended destination buffers the reply until
the relaying nodes release corresponding TESLA keys. The route reply includes
a MAC from the intended destination to certify that the request was verified cor-
rectly. Sender can authenticate each entry of the accumulated path in the reply
message.

Nodes also record the efficiency of each route and prefer moreefficient routes.
This protects against choosing weak or compromised routes.

Ariadne inherits the same requirements that the authentication scheme has, for
example, Tesla’s loose clock synchronisation.

S-RIP A Secure Distance Vector Routing Protocol, S-RIP [58], is trying to
tackle the problem of validating routes by using a reputation system (See 5.2.1)
in conjunction with route discovery. The consistency of an advertised route is
confirmed by consulting some of the nodes that have propagated that route. A
reputation-based framework determines, how many nodes should be consulted,
a trade-off between security and efficiency. In S-RIP, a well-behaved node can
uncover inconsistent routing information, assuming that there is no collusion be-
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tween the misbehaving nodes.

Self-organised Network-layer Security in Mobile Ad-Hoc Networks “Self-
organised Network-layer Security in Mobile Ad-Hoc Networks” [59] considers
both secure routing and ensuring packet forwarding. It operates on network-layer,
in the context of AODV routing protocol. The security of the routing system is
based on a reputation system, so that nodes without a valid token are ignored. The
details of the operation of the reputation system is explained in Section 5.2.1.

The system also has a decreasing overhead over time, when thenetwork is in
good condition without attacks. A problem is that the neighbourhood is expected
to be very stable. This system becomes very inefficient when the nodes have high
mobility.

5.1.3 Other security solutions for routing protocols

A paper by Karlof et al., [4] deals with sensor networks but ispartly applicable in
mobile ad-hoc networks. In this solution, link layer encryption and authentication
with a common symmetric key prevents most outsider attacks:adversary cannot
join the topology. Replay attacks are prevented by using an increasing counter,
as usual. However, an attacker can still forward packets without altering them.
Encryption can make selective forwarding difficult but doesnothing to a black
hole attack.

Insider cannot be prevented to participate in the operations of the network and
she can masquerade as any node: This means that identities should be verified
but public keys cannot be used as was seen before. A solution was suggested
in [4]: nodes share own unique symmetric keys with the base station. Another
one presented was limiting the number of neighbours per node: attacker can not
form symmetric keys with too many nodes in the network. The HELLO flood
attack prevention can be done by verifying the bi-directionality of the link.

With wormhole attacks, geographic routing helps but bringsanother problem:
should you trust the advertised location information? Additional solution given
in [4] for the wormhole attack is restricting the structure of the topology. Yet
another way to deal with wormholes is packet leashes [60].Itdefends against
wormholes by comparing the time it takes for the packet to be delivered with the
sender’s geographical location and an exact time stamp attached to the message.

A defence against rushing attacks is described in [16]. It consists of secure neigh-
bour discovery, route delegation and randomised selectionof which route request
is forwarded.
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SRP The Secure Routing Protocol (SRP) [61] for Ad-Hoc Networks can be ap-
plied to DSR, IERP [62] and other such routing protocols thatuse queries in find-
ing routes. SRP tries to ensure a correct route discovery. Security associations
are built end-to-end, i.e., in every route discovery, only the source and destination
must have a security association between them. When a route query is sent, the
receiver responds by sending a message containing a messageauthentication code
(MAC) over the path used. Hence, the sender knows that a path has been found
and that the route reply comes from the intended destination. Unlike in Ariadne
(Section 5.1.2), the intermediate nodes need not participate in the authentication
of the route.

SEAD In SEAD [63], hash functions are chained in the TESLA-style.It uses
one-way hash chains in combination with a distance-vector routing protocol DSDV
in order to authenticate routing updates. SEAD is made by thesame authors as
Ariadne (Section 5.1.2) but is based on a proactive routing protocol and thus has a
higher overhead. Therefore it is not so efficient in high mobility situations. SEAD
is claimed to be secure against non-colluding adversaries.

Surveys and comparisons A good survey on secure routing in ad-hoc networks
has been done in “A Survey in Secure Wireless Ad-Hoc Routing”[64]. On the
other hand, more specific security surveys can be found, for example, in “ On
Security Study of Two Distance Vector Routing Protocols forMobile ad-hoc Net-
works” [65] and “Cost/Performance Trade-offs of Two-Layers Ad-Hoc Multi-hop
Cellular Access Systems” [66].

5.2 Enabling cooperation

In this section, known ways in the literature to stimulate packet forwarding are
explained. It is assumed that the goal of the nodes is to send as much own packets
as they can, while being sure that the packets will be forwarded. In general, the
solutions presented can be divided into two categories: thereputation systems and
systems where nodes trade payments against packet forwarding services.

5.2.1 Reputation system

In a reputation system, where other nodes form an opinion on anode’s behaviour,
reputation is used to affect directly on how high a priority the node’s packets will
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receive and how much routing will be directed towards it. Behaviour can mean
anything from the will to forward other nodes’ packets and will to take part in
other common activities, to not disrupting communicationsor to not compromis-
ing common secrets.

The reputation method directly affects routing. Another, bigger problem with rep-
utation systems is the fact that it can give an inside attacker means for making
denial of serviceattacks. If negative reputation is allowed to spread, a malicious
insider can indirectly attack a well-behaving node by giving false testimony on
its behaviour. Consequently, the well-behaving node’s packets get low priority or
the node can even be shut out of the network or face whatever measures the other
parties choose to take towards an uncooperative or compromised node. Some-
times it is difficult to sort out the malicious nodes from their victims, and methods
have similarities to intrusion detection systems in ad-hocnetworks. All and all,
reputation systems should be used with care.

“ Self-Organised Network-Layer Security in Mobile Ad-Hoc Networks” The
work [59] by H. Yang, X. Meng and S. Lu considers both secure routing and
ensuring packet forwarding. It operates on network-layer,in the context of AODV
routing protocol, and uses a reputation system.

Nodes need to have a token. Tokens are not traded but kept simply as a credential
of a node’s right to have its messages forwarded. Nodes without a valid token are
ignored. Tokens are simple, containing only the owners identity, signing time and
expiration time. There is also a system key, to which every node has a share. This
is achieved with a threshold crypto scheme with a polynomialof degreek − 1.

The control mechanisms for the token are very localised; thelocal neighbour-
hood verifies a token, monitors a node’s behaviour and decides whether the token
should be renewed. The renewing is also done collaboratively by the neighbours
by signing a new token with the system secret. New nodes joining the network
will get a token in this way too.

The system also has a decreasing overhead over time, when thenetwork is in good
condition without attacks. This is achieved by extending the lifetime of a token
every time it is renewed. Obviously, newcomers’ tokens haveshort lifetimes.
Due to the threshold crypto, the collaboration among the attackers is assumed to
be limited to less thank attackers per neighbourhood, whenk is the degree of
the polynomial. It also means that this scheme could be vulnerable to the Sybil
attack. However, a perhaps more serious problem with this system is that the
neighbourhood is expected to be very stable, renewing the same node’s token
repeatedly. Therefore this system becomes very inefficientwhen the nodes have
high mobility.
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CONFIDANT Confidant [67], specifies mechanisms for finding one or several
malicious nodes on a route and blacklisting that one. Nodes have a monitor, repu-
tation records, trust records and a path manager. The monitors purpose is to detect
malicious nodes. Reputation and trust records are kept for evaluation purposes.

Blacklisting of innocent nodes has not been prevented. It also relies on authentic
information in the routing headers and therefore can only berun on top of routing
protocols that ensure the integrity and authenticity of routing messages.

Core Core, A COllaborative REputation mechanism to enforce nodecoopera-
tion in Mobile Ad-Hoc Networks [68] uses a “watchdog” monitor combined with
a reputation system. Subjective reputation, indirect reputation and functional rep-
utation are treated separately. The node’s combined reputation leads to gradual
isolation or cooperation.

URSA URSA [69] uses a reputation system for access control. A nodeneeds
to have a valid ticket that identifies well-behaving nodes and grants access to
network. The reputation system is similar to that of [59]. The system is very
localised. The one-hop neighbourhood jointly monitors a local node and cer-
tify/revoke its ticket. When a mobile node moves to a new location, it exchanges
tickets with its new neighbours, as the first step to cross verify each other.

Wrong accusations are also taken into consideration: If thenode that accuses
another one is itself already on the revocation list, accusation is considered to be
malicious and dropped. The range of the accusation propagation is important. A
large range causes excessive communication overhead, while a small range may
not be enough to isolate a mobile misbehaving node. The accusations should be
propagated so that before its current ticket expires, the misbehaving node cannot
move out of the area where it is convicted by the accusations.

The localised group trust model means that a node is trusted if it is trusted by
anyk trusted nodes. The value ofk is fixed network-wide, tuned according to the
network density and desired system robustness.

Initialisation is hierarchical: the authority is only responsible to initialise the very
first nodes, selected out of a two-hop local neighbourhood. After that, the ini-
tialised nodes collaboratively initialise other nodes, typically their neighbouring
nodes.
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5.2.2 Connection to intrusion detection

In order to apply a reputation system in a self-organised fashion, a way to automat-
ically detect and evaluate attacks is needed. This is a complicated task, methods
may also be found in the literature of intrusion detection. For example, [70] de-
fines a taxonomy of basic and anomalous events in routing, andapplies these to
AODV with the help of a finite state automaton. The anomalous events include
atomic events and combinations of events such as Route Drop and Route Flood-
ing.

More information on intrusion detection in ad-hoc networkscan be found, for
example, in [71, 72, 73, 74, 75]

5.2.3 Payment systems

This is a system where nodes trade tokens, or essentially anysort of payments,
for message forwarding services. All packet forwarding actions are counted,
and eventually the forwarding services are payed by the sender to the forward-
ing nodes.

Usually, tokens are collected for data forwarding only, notfor route discovery or
control messaging. A node might participate in the route discovery but forward
data selectively, and thus create agrey hole. This is not explicitly punished, be-
cause such behaviour causes the node to lose income. A payment system avoids
judgements on node’s behaviour. Therefore it also avoids the sometimes compli-
cated management of reputation and trust issues. The senderwill pay tokens for
the forwarding nodes in the path, hence the route should be previously known, or
estimated in some way, so that the trading can take place. This is obviously easier
with proactive routing protocols.

A denial of service attack can be very effective when a malicious node forwards
nodes into a wrong direction, or a loop, with the help of routing attacks such as a
wormhole. This will quickly empty the sender’s ’wallet’ of tokens.

When a high-capacity node enters a network consisting mainly of low-capacity
nodes (like an efficient laptop computer in a sensor network),it may gather tokens
away from the market simply by only forwarding packets and not sending any of
its own. This kind of behaviour doesn’t appear as ’bad’ but asa result, the packet
forwarding does not function anymore. Therefore, it shouldnot be possible to
empty the network of tokens and extra management of the tokens on the market is
needed.

Trading tokens is similar to virtual currency systems. There is more discussion
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of the advantages and disadvantages of different virtual currency systems in the
economics literature.

“ Stimulating Cooperation in Self-Organising Mobile Ad-Hoc Networks” This
solution [76] is meant for civilian ad-hoc networks, where each node is its own
authority. Stimulation mechanisms key idea is that every node has a tamper re-
sistant security node with a nuglet counter (tokens). When sending own packets,
the number of intermediate nodesN is decreased from nuglet counter (n esti-
mated by security module). The nuglet counter valuec must remain positive. If
n > c own packets are dropped. When forwarding others’ packets, nuglet counter
is increased by 1. The nuglets are actually stored in the neighbouring node un-
til a nuglet synchronisation protocol is run, and pending nuglets are released for
the use of their owner. The analysis of static aspects of the system gives a result
that an optimum (most own packets sent) is reached in the following two cases
depending on the ratiorf/ro.

a)

If
rf

ro

≥ NB − C

B + C
, maximumzo = 1,

i.e., no own packets are dropped,

b)

If
rf

ro

≥ NB − C

B + C
, maximumzo =

rf

ro

B + C

NB − C
< 1,

i.e., some own packets are dropped.

How should node behave in order to reach this theoretical optimum? Simulation
of single node case with several different behaviour rules shows that the most
cooperative rule is the best. Simulations with several nodes had the following
parameters. One should note that the battery consumption has not been taken into
account here.
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Space 500m*500m
Number of nodes 100
Power range 120m
Mobility model random way-point
Speed 1-3 m/s
Average pause time 60 s
Packet generation rate 0.2 (0.5 0.8) pct/s (Leave Outside)
Choice of destination random
Routing geodesic packet forwarding
Initial number of nuglets 100
Nuglet synchronisation interval 5 (10, 15, 20) s
Simulation time 7200 s
Packet transmission (1 link) time random, average 10ms
transmission error probability 0.1 => 1s timeout and retry

When comparing the following forwarding rules,

Rule 1’ always forward

Rule 2’ if c ≤ C then forward
else forward with prob.1 − C/c

Rule 3’ if c ≤ C then forward
else drop

90 % of the nodes follow the majority rule, rest 10 % use first 1,then 2, then 3.
Focus onzo of the 10 %. the result was that best performance for the 10 % was
achieved when following rule 1, regardless of the majority rule.

The effect of the less cooperative nodes was measured with the following sim-
ulation setting: First all nodes use rule 1, then the fraction of less cooperative
progressively increases. Simulations were done with 100, 200, 300 and 400 nodes
with same node density. Focus was on cumulative throughput (packets deliv-
ered/packets sent). The result was that only a mild decreaseof throughput ap-
peared when the fraction of less cooperative nodes increased. Variation of the
average nuglet level was measured so that the fraction of less cooperative nodes
increased.

Results were following: Rule 1 in majority: number of nuglets increased! (prob-
lem lied in the estimation of intermediate nodes). When cooperability was de-
creased: first, the number of nuglets decreased, then they reached equilibrium.
When rule 3 was in the majority, the equilibrium level of nuglets was below the
initial value 100. With another setting, where the size of the nuglet synchronisa-
tion interval grew, the increase slowed. When interval was 20s or higher, nuglets
started to decrease.
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The protection of the system (tamper resistant security module) included public
key infrastructure, security associations and extra headers. Overhead was created
by crypto-operations, header and the nuglet synchronisation protocol. All packets
are of equal size, and this system is meant only for payload carrying packets.
Lots of work was given for the security module but there is still the possibility of
dropping others’ packets before directing them to securitymodule. This protocol
is not very suitable for high mobility situations, due to thepending of nuglets.

Similar solutions have been presented, partly by the same authors, in [77, 78, 79,
80]

5.2.4 Theoretical analysis of cooperation mechanisms

The advantages of having a cooperation method, or how they improve routing, has
been estimated by Lamparter et al., [81]. They do not compareactual cooperation
methods but estimate the throughput with different forwarding probabilities and
simulate packet forwarding with and without cooperation methods

The network is assumed to be sparse, approximately four neighbours per node.
Routing is on-demand. Only the forwarding phase is observed, the nodes are as-
sumed to take part in route discovery but maybe not in forwarding. I.e., they may
act asgrey holes. All nodes are assumed to have the same forwarding/dropping
ratio. When a node decides to forward a bundle of data for somerecipient, it
forwards all packets belonging in the data bundle addressedto the recipient, or
nothing.

In the limits of this setting, the results work in detecting tendencies. When a coop-
eration method increases an individual node’s participation in the packet forward-
ing, its effect for the whole network may still be low. Especially so in medium-
and large-scaled networks with long routes. However, for small ad-hoc networks
with short average route length and certain forwarding probability pairs (with and
without a cooperation method), there is improvement in the overall throughput.

Co-operation mechanisms extend the network’s overall reachability, in terms of
a reasonable number of intermediate hops and an acceptable amount of data re-
ceived at the final destination. These results of [81] can be applied only in sparse
networks with on-demand routing protocol. The authors stipulate that even when
nodes have different forwarding probabilities, the tendency is the same.

In A. Urpi, et al., [82], modelling cooperation is viewed from the perspective of
non-cooperative game theory. It means that selection of strategies happens from
the point of view of a single node. This model takes into account both the available
energy and the traffic generated/directed to a node. Analysis of some existing
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cooperation mechanisms is done and the paper proposes the use of tit-for-tat [83]
as a cooperation strategy.

A game theoretical model is presented in [84] where energetic information is taken
into account to describe the conflicting interaction between heterogeneous nodes
involved in a forwarding game. Properties of generous tit-for-tat (G-TFT) are
studied and it is demonstrated that under an energy constraint G-TFT promotes
cooperation if every node of the network conforms to it. Highlevel guidelines
towards designing a cooperation enforcement mechanism. Itis shown that G-TFT
results in a Nash equilibrium and proved that the system converges to the rational
and optimal operating point.

[85] proposes a model for the forwarding behaviour of a node.The model re-
quires a specific topology. Defines equilibrium forwarding strategy as a function
of topology and routing (path length) information. A punishment mechanism is
included.

5.3 Managing trust relations, authentication, certifi-
cates and public keys

5.3.1 Managing public keys and certificates

“ Resurrecting duckling” [86] In the resurrecting duckling model, security is
bootstrapped by secret sharing between devices that is called imprinting a de-
vice, duckling, to a mother. This means that the device accepts the first key it
receives after being activated. After imprinting, encryption of communication is
done using the shared key. The mother uploads new authentication methods, ac-
cess control lists (ACL:s), policies etc. to its ducklings.

There exists several publications in the literature on creating and managing public
keys in ad-hoc networks. The public keys are useful in communications between
two parties and for authentication purposes. The followingsolutions are especially
interesting in that they are very distributed or have a cluster-like approach.

“ Providing Robust and Ubiquitous Security Support for Mobile Ad-Hoc Net-
works” Kong et al., [87] present a distributed RSA based PKI authentication
and key management scheme that uses threshold cryptography.

All nodes know the system public key. Private key is shared ton parts by a(n, t+
1) threshold crypto. Any node can carry a piece of the private key andt+1 shares
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are enough to sign and create a new share. However, there is a trade-off between
availability and robustness.

A central authority gives the initial nodes their personal certificates and the part of
CA’s private key. This systems may be vulnerable to Sybil attack, where one node
gathers many shares using multiple identities in order to reconstruct the system’s
private key. (See Section 3.1).

This work is updated in [88], by using more efficient algorithms and methods in
certificate updates.

In [69], URSA: Ubiquitous and Robust Access Control for Mobile Ad-Hoc Net-
works: The localised group trust model means that a node is trusted if it is trusted
by anyk trusted nodes. The valuek is fixed network-wide, tuned according to the
network density and desired system robustness.

Initialisation is hierarchical: the authority is only responsible to initialise the very
first nodes, selected out of a two-hop local neighbourhood. After that, the ini-
tialised nodes collaboratively initialise other nodes, typically their neighbouring
nodes.

“ Self-organised public-key management” Čapcun et al., [89] present a dis-
tributed public-key management system where every node canissue certificates
and send them to each other. A node keeps an updated certificate repository and
a non-updated certificate repository. When trying to authenticate another node’s
public key, the updated repositories are combined in order to find a valid cer-
tificate chain. If such is not found, the node combines these to its non-updated
repository and tries again. If a valid chain is now found, thenode asks for up-
dates for the non-updated certificates. If this does not workeither, the node aborts
the authentication. Revocation is implicit (by certificateexpiration time) or ex-
plicit (revocation statement from issuer to all parties that stored the certificate in
question.)

The problem of finding a certificate path is thus reduced to finding a path between
two nodes in a directed graph, if there are enough certificates. In this, thesmall
world phenomenon[90] helps: such graphs formed of certificates given in an ad-
hoc network are conjectured to follow the following principles: 1. The graph
has small average shortest path length that scales logarithmically with its size 2.
clustered vertices. (More information on the small world model in certificate paths
can be found in [91].)

Users cross-check their certificates in order to detect frauds. Protocol extension:
physical (one-hop) neighbours are considered “helper nodes”, whose repositories
a node can take advantage of if needed. If needed, a node can also do load bal-
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ancing: a nodeu gives a list of updated nodes that can updateu’s certificates. It is
important to notice that due to the extensive storing of certificates, authentication
may still be possible even when the network is partitioned.

5.3.2 Authentication in ad-hoc networks

Authentication is used both in trust management and secure routing. For example,
LHAP authenticates the sender. It is thought to prevent attacks, because then the
attacker can be caught.

LHAP LHAP (A lightweight hop-by-hop authentication protocol for ad-hoc
networks) [92] provides network access control for preventing resource consump-
tion attacks. Hop-by-hop authentication means that every node authenticates the
packet before forwarding it. LHAP uses one-way key chains and modified TESLA
(Subsection 2.3.4) for packet authentication and PKI for bootstrapping trust. Un-
like TESLA, keys are revealed only when they have been used for authenticating
packets, not periodically. This way, when there is no traffic, keys do not go to
waste. A node commits to a key chain by signing the first used key with the
node’s public key, and thus the authentication of packets isbootstrapped.

In this modified TESLA, a MAC key used in the previous packet isdisclosed in
the next packet. This means that the receiver can verify a packet only after the
next one has arrived.

Packet authentication mechanism can tolerate packet losses, because later keys
can be verified by repeatedly applying the one-way function until the keys of
missing packets are skipped. TESLA’s central security issue is to determine the
sending time of each packet.

LHAP works between the link layer and the network layer. It isindependent
of the routing protocol used but assumes bidirectional links (like most routing
protocols). An assumption which is also needed is that whilea packet has been
sent but not yet received by immediate neighbour, the packetcannot be hijacked.

All nodes have to belong to the same autonomous system or administrative unit
and the system has to have a loose time synchronisation (for TESLA).

“ A Trust-Based Security Architecture for Small and Medium-Sized Mobile Ad-
Hoc Networks” The following is an example on how trust relations can be set
up in ad-hoc networks.

CHAPTER 5. AD-HOC SECURITY SOLUTIONS, SOLUTION SPACE 42

[93] presents a security architecture using certificates with trust values. It ex-
tends a PKI. Three trust values are assigned to certificates.The solution applies in
small/medium-sized network (size of the secure network only). The size limita-
tion is due to bootstrapping in the initialisation phase, which has to be done man-
ually. The system is service-based (Jini-like), having providers and users. Any
network node with enough capacity can assume the role of the service directory,
if one is lacking. At least one administrator is assumed: some administrative work
is acceptable to perform some key actions (initialise, allowing joining, expelling).

Devices can be grouped under same administrative authority(devices of one per-
son, group of persons, or organisation). Devices can be clustered: virtual domains
Every device has to run at least one symmetric and one asymmetric cipher, and at
least one device has to have enough memory to keep a digital certificate store.

In this architecture, one device may host one or more logicalentities: clients or
services: lookup (LS), registration (RS) and general service providers. LS keeps
a list of available network services in the neighbourhood. RS issues, renews and
revokes certificates with embedded trust information and keeps a database of the
digital certificates and their trust values. Certificates are not only for identification
purposes but also for access control (credentials). Certificate bears themaximum
trust value that the entity may have. Bootstrapping of the network is done with a
self-signed certificate by RS.

The status of an entity may be

1. anonymous guest: Entity is not registered, only public services are available
to it.

2. identified guest: Entity is registered but has only short-term rights to ser-
vices.

3. permanent entity: Entity has long-term privileges that are set up at initiali-
sation.

Network perception is the “network’s common intelligence”, a reputation based
trust system. The behaviour of clients prompts security events (reports of network
offences or good behaviour). According to these, RS calculates new trust values
and spreads them to other entities. A problem remains that perfect information is
not possible in ad-hoc networks (services can be unavailable). Local perception
and gossip mechanism come to help, The nodes store information and wait until
RS is available. If there is more than one RS, time stamped lists from different
RS:s are forwarded, and thus the lists are synchronised. In addition, other entities
with enough resources can be demanded to store a local version of a report list. A
trade-off is in instantaneous network perception against mobility.
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Certificate revocation list (TICRL) is an extension of a regular certificate revoca-
tion list (CRL) containing trust information.

• Active entities: Entities that had any change in its trust information

• Suspended entities: Due to sudden loss of trust in a short period of time,
these entities have all their rights suspended for a determined period of time

• Blocked entities: Suspended for undetermined period of time. Only net-
work owner or admin can unblock an entity

• Revoked entities: Certificates have been revoked. Full distrust

In the initialisation phase, RS auto-signs a certificate andcreates a long integer
for domain identifier. The nodes are pre-registered to domains: entity status, alias,
initial authentication method. The RS may also add new RS:s for the domain.

In the joining phase, a joining node is asked for an alias and authentication data.
RS then signs the node’s public certificate and, along the domain identifier, sends
it encrypted to the node. A symmetric encryption key is derived from the authen-
tication protocol, or alternatively an auxiliary channel is used. Initial authentica-
tion method and entity status define the initial trust value.Permanent entities have
higher trust values than guest entities.

There are three trusts values: trust level, distrust level and unknown factor. The
security events are classified in six categories:

• three regarding network offences (critical to light)

• three regarding nice behaviour (absence of faults to extreme security aware-
ness)

Each RS builds only one TICRL regarding only certificates issued by it.

Application prototypes were made: digital signer and secure slide-show. Clients
were forced to commit faults and the following network perception was observed.
The resulting fluctuation of trust information:

• initial trust value = 0.8, initial distrust value = 0.05 and unknown factor =
0.15

• after six network offences, trust = distrust = 0.5

• after ten offences, trust = 0.25, distrust = 0.75
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• (suspended and blocked states were artificially suppressedfor this example)

All and all, the network size-restriction to small and medium was due to the partly
manual initialisation and applied only for the secure part of the network. Mobility
impacts report synchronisation among RS. Local perceptionand other entities
taking part in relaying, reports help fixing this problem. The system requires at
least one administrator. The handling of negative trust information by ordinary
nodes opens possibilities for insider DoS attacks.

5.4 Group keys in hierarchical ad-hoc networks

The purpose of key establishment is to create a common key fora group of two
or more participants to be used for encryption and authentication of their com-
munications. For two participants, the Diffie-Hellman key exchange [10] is often
the most convenient choice. The multi-party case requires ageneralisation of a
two-way key exchange.

There aredistributoryandcontributorygroup key protocols. A contributory pro-
tocol means that all participants take part in the key generation and guarantee for
their part that the resulting key is fresh. Key distribution, on the other hand, means
that the key is generated by one party and distributed to the other participants. This
cannot be done without the help of a previously agreed-on secret that is used in
encrypting the new session key. There is also a method calledkey pre-distribution,
whereby the key is completely determined by the previously agreed-on initial key
material.

In ad-hoc networks, every pair of nodes cannot reach each other within one hop.
This issue of restricted topology, what H. Shi and M. He [94] call the neighbours
communication problemcan be alleviated by a careful choice for the graph struc-
ture that can be found in an arbitrary topology. A key agreement protocol using a
spanning tree was presented in [95] and Di Crescenzo, et al.,[96]. A clustered hy-
brid protocol using the protocol in [95] in connection with the Burmester-Desmedt
key agreement (BD) [97] is presented in [98].

5.4.1 Security requirements for group key establishment

In the context of group key exchange, implicit key authentication means that a
participant can be sure that no-one outside the group can learn the key without
the help of a dishonest participant. Key confirmation means that after the key
has been established, the participants are assured that alllegitimate participants
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do share the same key. As this would require many all-to-all messages, which
may not even be possible in a sparse connection ad-hoc network, achieving key
confirmation is not practical. Explicit Key Authenticationmeans that both implicit
key authentication and key confirmation hold, i.e., all participants are assured that
all legitimate participants know the key and no outsiders do.

An active adversary should not be able to mislead honest participants as to the
final outcome. A compromise of past session keys should not allow a passive
adversary to find out future session keys and should not allowimpersonation by an
active adversary in the future. Independence of long term and short term secrets
is important when there is an additional long term secret present, for example,
private keys of a public-key algorithm or passwords used in authentication.

5.4.2 The challenges of group key establishment in ad-hoc net-
work environment

The limitations of ad-hoc network environment pose some drastic demands on
the group key establishment protocols. First, a global broadcast is most probably
out of the question, that is, it is not probable that an arbitrary node will have
direct connections to all other participant nodes. But on some occasions, a local
broadcast from a node to its neighbours is feasible. Also, nofixed topology, such
as a ring or a star can be assumed. Consequently, protocols requiring a specific
topology either cannot be used at all or become inefficient.

In other words, every pair of nodes cannot reach each other within one hop. The
issue, what H. Shi and M. He callthe neighbours communication problemcan
be solved with the help of graph theory. This paper makes use of a spanning-
tree algorithm, see [95] and [96]. There are also algorithmsfor generating more
balanced spanning trees. See, for example, a survey by Gärtner [99].

The lack of infrastructure means that there are initially nothird parties that can be
trusted to calculate a random key safely and to distribute it. A lack of common
history implies the lack of previously agreed shared secrets.

5.4.3 Background: group key agreement protocols

For the definitions of trees and other graph theoretic notions, see, for example,
[100].
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The BD broadcast protocol The broadcast protocol [97] assumes that every
node is at a one hop distance from another. The protocol is accomplished with
only two broadcasts per node.

BD protocol steps:
G is a finite cyclic group andg is a generator ofG.

1. Each nodemi selects a random exponentri and broadcastszi = gri

2. Each nodemi computes and broadcastsxi = (zi+1/zi−11)ri

3. Each node computes the session keyki = znri

i−1
xn−1

i xn−2

i+1
· · ·xi+n−2.

TGDH Tree-based Group Diffie-Hellman (TGDH) [101] employs Diffie-Hellman
key exchanges in binary key trees. The described key structure results from the
dynamic group key operations such as join, leave, merge and partition. There is
no initial key agreement protocol.

The key structure in TGDH is very general, it can be used to describe the key
structure of any bipartite group Diffie-Hellman key agreement where the resulting
keys are used recursively as the new exponents. For example,the key structure
of the protocol Hypercube [102] is the same as that of TGDH with perfect binary
tree where all leaves are at the bottom level. Paper [103] extends TGDH protocol
to improve the computational efficiency by utilising pairing-based cryptography.
They use bilinear pairings in a ternary key tree which applies to any two-party and
three-party key agreement protocol.

AT-GDH AT-GDH (Arbitrary Topology Generalisation of Diffie-Hellman) [95]
employs a spanning tree. A spanning tree contains only the (one hop) links used
in initial key agreement. This avoids the neighbours communication problem, as
the Diffie-Hellman key exchanges are done only with one-hop neighbours. The
operations propagate over the network along the spanning tree. AT-GDH can
be used in any connected network topology with bidirectional links, because a
spanning tree can always be constructed in such a network.

All leaf nodes (nodes with no children) start by selecting a random secret exponent
and blind it and send the result to their respective parents.After a node has re-
ceived the blinded keys from all its children, they select their exponents and form
Diffie-Hellman-type keys with their children repeatedly using the resulting key as
the new exponent. When the root has received all the blinded keys of its children,
it repeats the same kind of computation as all the other parent nodes. The secret
key formed thus between the root and its last child (and all other nodes) will be
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the shared session key material for the entire network. In the last phase of the
protocol, the blinded keys needed for extracting the group key are propagated up
the tree from the parents to their children starting from theroot.

AT-GDH does not contain group key management mechanisms, orauthenticate
the resulting key explicitly. The number of synchronous rounds AT-GDH needs
to gather and distribute the blinded keys is twice the heightof the tree. The height
of the tree is assumed to be logarithmic to the number of nodesin the network,
depending on the spanning tree algorithm and the topology ofthe underlying net-
work links.

Other protocols Di Crescenzo, et al., [96] approach the problem of arbitrary
topology from another angle than AT-GDH. They rigorously analyse the effect
of physical topology on the actual performance of some key agreement protocols.
These include GDH.2 and the BD broadcast protocol. In their analysis, they apply
a topology-driven simulation of the logical network over any arbitrary ad-hoc net-
work graph. In connection with the key agreement protocols,they use auxiliary
protocols in order to generate efficient embeddings of logical networks over arbi-
trary ad-hoc networks. The auxiliary protocol suggested for generating a spanning
tree is the same as in [95].

5.4.4 Group key establishment schemes for clustered ad-hoc
networks

A generic model for key establishment in clustered ad-hoc networks works along
these lines: First, nodes form clusters with some clustering method. Then a back-
bone or a key-tree is formed from the clusters, sometimes thetree extends inside
clusters, sometimes the clusters are considered as single vertex in the tree. After
this, the initial key agreement begins. Usually keys are established in subgraphs
first, and then combined for a whole group wide key. The Diffie-Hellman key
exchange (bipartite or tripartite) is typically used recursively as a basis for the
group keying. A group key is constructed so that every node can calculate it using
its own secret and the blinded secrets of others, or combinations of them. In some
scenarios the messages are signed and key confirmation messages are sent for
authentication purposes.

Rhee, et al., [104] present an architecture for key management in hierarchical mo-
bile ad-hoc networks. They use implicitly certified public keys (ICPK) [105], an
ID-based public key scheme where the public key of each participant is derived
from its identity. It provides computationally efficient implicit authentication. A
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key confirmation message added to the key agreement protocolmakes the proto-
col explicitly authenticated. A two layered hierarchy is prompted by a physically
two-layered network, ground nodes and unmanned aerial vehicles. The layers use
different key management methods, the clusters of nodes below use a centralised
system, while the aerial vehicles use TGDH. The centralisedsystem inside clus-
ters is not contributory.

Another hierarchical key agreement is proposed in [106]. This is a multilevel
hierarchy, where a node can have several cluster keys according to the cluster and
its super-clusters it belongs to. However, it is not completely contributory. Keys
are agreed among cluster-heads on the same level and then distributed to their
respective clusters.

Hybrid key management [107] propose a clustered key establishment, where
each cluster selects a cluster-head that makes a key agreement with other cluster-
heads. After that, the cluster-head distributes the key to the cluster. Thus, other
nodes in the cluster do not contribute to the key. Clusteringis made according to
the geometric locations of the nodes. The key agreement usedcan be any group
key agreement protocol, for example GDH [108].

ACEKA A cluster-tree-based group key agreement ACEKA is presented in [94].
ACEKA uses ternary trees with the Joux tripartite Diffie-Hellman key agree-
ment [109]. There is a virtual backbone and virtual nodes in addition to the real
nodes. ACEKA uses cluster-heads and “sponsors” for management. Authentica-
tion is done by signing every message using ID-based cryptography, with a variant
of the ElGamal signature scheme.

5.4.5 Clustered AT-GDH

First, the network is divided into clusters with a clustering mechanism that creates
very stable clusters. Nodes in a cluster are at a one hop distance from each other,
i.e., cliques. In this kind of a cluster, the most efficient group key agreement
protocol is the BD broadcast protocol explained before. It takes only two rounds
of broadcasts, after which each node can calculate the common group key from
its own secret exponent and the blinded shares of others.

When every cluster has a common secret key, the clusters agree a group key by
AT-GDH protocol. Cluster-head can represent its cluster and use the cluster key
as its secret exponent, instead of selecting a randomkx ∈ Zq in Round 1. (see the
box in Subsection 5.4.3). After the AT-GDH protocol run, cluster-heads distribute
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(broadcast) the last received message in their cluster, so that other nodes can also
calculate the network wide group key.

Now that cluster-heads are not necessarily at a one hop distance from each other,
the messages need to be relayed. The gateways relaying the messages are mem-
bers of a cluster, and know the cluster secret already. However, it affects the
communication complexity by adding extra links to the path.

Complexity theoretic analysis of performance This clustered group key agree-
ment is efficient when cliques are large. Radio connections may create relatively
large cliques. The complexity was evaluated in respect to synchronous rounds
and number of exponentiations. Asynchronous roundmeans that every partic-
ipant can send arbitrarily many packages concurrently within a single time tick
(round) or receive arbitrarily many at the beginning of a round. Thenumber of
exponentiationsmeans the total number (the sum) of exponentiations performed
by all participants.

Every clique forms a group key in two communication rounds, i.e., constant
amount of rounds. In the end, cluster-heads broadcast the key parts in one commu-
nication round. The complexity of this clustered key agreement is the complexity
of AT-GDH in the number of clusters plus a constant. The resulting communica-
tion complexity is logarithmic to the number of clustersc.

The above analysis is done without considering the cost of embedding the protocol
in an arbitrary ad-hoc network topology. Thus, each protocol is evaluated in its
optimal network topology. However, AT-GDH requires as its embedding only a
protocol for generating a spanning tree, which can be done rather efficiently. The
protocol described in [95] adds onlyh communication rounds,h equalling the
height of the tree, i.e., the eccentricity of the initiatingnode.

Adding authentication Previously group key agreements, like the authenti-
cated GDH, A-GDH, relied much on the implicit key authentication property:
The group key can not be constructed without the secret shareof one of the
participants. However, Pereira and Quisquater [110] showed that it is impossi-
ble to design a scalable authenticated group key agreement protocol on the same
building blocks as A-GDH. Hence other authentication methods are needed. Au-
thentication with ID-based crypto, such as the ICPK [105] public keys, with key
confirmation messages, could be used here, as it is independent of the group key
establishment method used.

Literature surveys on different solutions for group key management, see, for ex-
ample, [111, 112]. “A survey of key management for secure group communica-
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tion” [111]



Chapter 6

Requirements for a security
architecture

This chapter concentrates on the requirements that can be concluded from the
previous chapters. Especially, what is important in securing clustered ad-hoc net-
works and also what is needed from the clustering algorithm itself.

6.1 Securing routing

In order to make communications secure in ad-hoc networks one needs to confront
the following issues:

1. The originating node should have reason to trust that other nodes will not
unnecessarily drop or delay its packets (nodes have reason to cooperate).

2. The forwarding nodes should send packets to the right direction (authentic-
ity and integrity of the routing tables).

3. The forwarding nodes should not be able to alter the senderand receiver
information of the packets (integrity of headers).

4. The forwarding nodes should not be able to alter the contents of the mes-
sages (integrity of message).

5. The forwarding nodes should not be able to read the contents of the message
(confidentiality of the message).
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Figure 6.1: Secure communications in ad-hoc networks

6. The receiving node should be able to verify the identity ofthe sender (au-
thenticity of the sender).

7. Duplicated packets should be detected (packet freshness).

8. Resource consumption attacks should be prevented (revocation, possibly
access control).

9. The nodes should be able to perform the computations needed by the most
critical network operations by using only the information provided by its
neighbourhood (Locally computable solutions).

The desired functionality of the routing protocol could be described, for example,
with the following requirements.

• Packets travel from their source to intended destination

• The route used should not differ much from the optimal one
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• There is no unnecessary delays, or dropping of packets.

Requirements for secure routing could mean, at least, defence against the (known)
routing attacks. Routing should be secure against specifiedactive attacks (all is
not possible) and against all passive attacks.

When planning the requirements, one should take into account the following.

• What kinds of states will nodes have or how much memory will beneeded?

• What is the resource consumption

• Will the security measures make new attacks easier? Dos attacks, for exam-
ple?

• How much overhead will security bring?

Routing in clustered network could, for example, operate inthe following way.

• Have functionality in the Internet-working level, be connectionless.

• Hybrid system: proactive inside cluster

• Each node belongs to one and only one cluster

• “Distance-vector-like” routing tables: Tables have entries for each node in
the same cluster and for each other cluster

• Basic idea of the routing protocol in two-tier ad-hoc networks:

1. Hello messages broadcasted

2. Cluster formation

3. Finding routes (backbone and intra-cluster)

4. Routing tables ready

• Hello -messages are unauthenticated, or use cryptographically generated
identifiers. Messages can be time-stamped.

• There is no cluster-head but some nodes route messages to their neighbour-
ing clusters (there can be many of these).

Routing should be able to withstand the attacks defined in Subsection 3.1. This
means that the routing tables should maintain their integrity and authenticity. The
routing protocol should find routes in a way that creates unfalsified routing tables.
Possible forgeries in the routing tables should be detected.
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6.2 Requirements for clustering

An ad-hoc network with clusters has additional properties:The clusters are as-
sumed to stay together longer than the nodes do in average. Clusters are supposed
to have more stable internal connections due to the greater amount of links be-
tween nodes in a same cluster. When clusters form as a result of some common
background, they are likely to have a lot of internal communications as well. How-
ever, when nodes are no longer equally important in maintaining connectivity, a
well-connected node (cluster-head) may become a single point of failure, a target
for attacks aimed at cutting down the cluster’s connectionsto other clusters. Very
deep hierarchies can reduce the amount of routes, which alsoleads to weak points
in the network. Routing attacks can also be targeted to cluster formation, by us-
ing a wormhole to make unpractical cluster formations. We have the following
additional requirements for clustered ad-hoc network security:

• The cluster should have means for fast confidential communications be-
tween members of the cluster (common encryption key, group key)

• The members of a cluster should be able to maintain strong trust relations.

• When naming a cluster-head is not avoidable, the role of a cluster-head
should be easily transferable to another node in a cluster.

Two-tier networks without specific cluster-heads have lesssingle points of fail-
ure. Clustering should be locally computable. Clustering methods are preferred
in which the nodes in a cluster stay together much longer thanthe nodes do in av-
erage. This is obviously difficult to predict but we assume that clusters are formed
so that when links fail between two nodes inside a cluster, there are still other
nodes in the cluster that can route between the nodes withoutthe help of outsider.
If not, the cluster breaks, and the nodes outside the clusterconnections join a new
cluster. Intuitively, the likelihood of long-lived clusters grows when the ratio of
links inside a cluster versus links going out of it grows.

This means that the internal connections of a cluster are more stable. When clus-
ters form a group, they are likely to have a lot of internal communications. The
stability of a cluster is important when using a reputation system for cooperation
management, in order to keep track of the behaviour of neighbouring nodes and
form stronger trust relations.
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6.3 Enabling network connectivity and stimulating
cooperation

If negative reputation is allowed, a malicious node can indirectly attack a well-
behaving node by spreading false information on its behaviour. Consequently, the
well-behaving node’s packets get low priority or the node can even be shut out of
the network or face whatever measures the other parties choose to take towards
a uncooperative or compromised node. Therefore, a reputation system should be
used with care, for example, by banning the spreading of negative information, or
using it only in context with threshold systems, were only a coalition of multiple
nodes can give negative information on a node.

Trading tokens has other problems: what if someone just takes the tokens and
moves from reach before forwarding packets? What if there are a finite number
of tokens and a compromised node has more energy than other nodes? Then the
node can make a DoS attack by not sending own packets and forwarding others’
packets until the system runs out of tokens.

A clustered solution for cooperation is sketched in [113]. The idea in this frame-
work is to use a reputation system within clusters and between clusters a mech-
anism similar to token-trading. Assuming the clusters are of moderate sizes and
long-lived, this approach will make the best of both worlds.Long-lived clusters
together with the trust relations inside clusters make reputation systems feasible.
Having token trading between clusters only can reduce the management of the
currency system.

6.3.1 Cooperation inside a cluster

Clusters form communities, where reputation is the main method for stimulating
cooperation. The nodes observe the behaviour of the other members of a cluster,
specifically, packet forwarding and reporting. Cluster uses a shared secret (for
example a threshold secret) to manage the reputation statusof each node. If a
node drops too many packets, its priority in packet forwarding is reduced and if it
gives false report of another node, its reports can be ignored or other actions taken
towards it.

6.3.2 Cooperation between clusters

A cluster has a common secret or a public-private key pair, which is used for
signing in transactions between clusters. There can be a virtual currency system
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or the clusters can “loan” packet-forwarding services fromeach other.

6.4 Managing security associations and trust rela-
tions

6.4.1 Trust relations inside a cluster

The nodes inside a cluster are likely to be more connected to each other, thus pro-
tocols requiring on-line contactsinsidea cluster may still be realistic. Therefore,
a system with public keys and a local central entity is possible. However, as a
cluster can still be split, the role of central entity shouldbe divided by more than
one node

6.4.2 Trust relations between clusters

As we have a two-tier hierarchy, cluster-heads do not have a central entity between
themselves that could work as a trusted party. Trust relations between clusters
could be arranged by having cluster-heads or clusters certify each other with the
help of certificate repositories, as has been done in [89].

6.5 Secure communications

Clusters may have needs for common session keys for fast encrypted commu-
nication inside the cluster. Group key systems are useful for these: a common
symmetric key can be used in encrypting a message meant for all nodes inside
a cluster, and the same message is forwarded between clusternodes, instead of
sending a separate message for each member of the cluster, encrypted with the
respective public key of each node. These keys can be createdwith, for example,
a group key agreement, using shares from every node in cluster, as has been done
in [95].
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6.6 Summary of the most important requirements

routing security authentication, time stamps
cooperation method locally countable, reciprocal
managing trust relationsdistributed
communication not too heavy, distributed, secure
clustering loc. countable, stable clusters,

no single points of failure

6.7 Future work

Bootstrapping the trust relations is one of the topics of future research. How can
a node be sure that it has been given the right public key of a CA, or other such
entity? In other words, where does the first key come from? This problem does
not seem to have a general solution, it depends on the application environment.
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[79] L. Blazevic, L. Buttyán, S.Čapcun, S. Giordano, J.-P. Hubaux, and J.-
Y. Le Boudec. Self–organization in mobile ad hoc networks: the approach
of TermiNodes.IEEE Communications Magazine, June 2001.

[80] M. Jakobsson, J.-P. Hubaux, and L. Buttyán. A micro–payment scheme
encouraging collaboration in multi–hop cellular networks. In Proceedings

BIBLIOGRAPHY 66

of the International Conference on Financial Cryptography(FC), volume
2742 ofLNCS, pages 15–33. Springer, August 2003.

[81] B. Lamparter, M. Plaggemeier, and D. Westhoff. Estimating the value of
co–operation approaches for multi–hop ad hoc networks.Ad Hoc Net-
works, 3(1):17–26, January 2005.

[82] A. Urpi, M. A. Bonuccelli, and S. Giordano. Modeling cooperation in
mobile ad hoc networks: a formal description of selfishness.In Proceedings
of WiOpt: Modeling and Optimization in Mobile, Ad Hoc and Wireless
Networks, Sophia–Antipolis, France, March 2003.

[83] R. Axelrod.The Evolution of Cooperation. Basic Books, 1985.

[84] V. Srinivasan, P. Nuggehalli, C. Chiasserini, and R. Rao. Cooperation in
wireless ad hoc networks. InProceedings of the IEEE Conference of the
Computer and Communications Societies INFOCOM, San Francisco, CA,
USA, April 2003.

[85] Altman, Kherani, P. Michiardi, and R. Molva. Non–cooperative forwarding
in ad hoc networks. InProceedings of the International Symposium on
Personal, Indoor and Mobile Radio Communications (PIMRC), Barcelona,
Spain, September 2004.

[86] F. Stajano and R. Anderson. The resurrecting duckling:Security issues in
ad hoc wireless networks. In B. Christianson, B. Crispo, andM. Roe, edi-
tors,Proceedings of the International Workshop on Security Protocols, vol-
ume 1796 ofLNCS, pages 172–182, Cambridge, UK, April 1999. Springer
Verlag.

[87] J. Kong, P. Zerfos, H. Luo, S. Lu, and L. Zhang. Providingrobust and
ubiquitous security support for mobile ad hoc networks. pages 251–260,
Riverside, CA, USA, November 2001. IEEE.

[88] H. Luo, P. Zerfos, J. Kong, S. Lu, and L. Zhang. Self–securing ad hoc
wireless networks. InProceedings of the Symposium on Computers and
Communications (ISCC), pages 567–574. IEEE, 2002.
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