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ABSTRACT:  This report presents a summary of the technical results of
project SAMOYED (2003-2006). This three-year researchgatogonsid-
ered topics in hierarchical ad hoc networks, especially @l dccess net-
works, with a focus on mobility management and securityassuResults

of the project include techniques for establishing and ta&img connectiv-

ity in ad hoc access networks; a novel method for dynamicl Idcstering
and cluster-based routing in ad hoc networks; and requinesranalysis and
design of security architectures for clustered ad hoc nétsvoThis report
consists of a general overview of the topics studied in tlogept, and reprints

of five of the project’s publications.

KEYWORDS: ad hoc networks, mobility management, hybrid networks, ad
hoc access networks, session continuity, global connsgtmulti-homing,
Host Identity Protocol, tactical networks, clusteringyster-based routing,
security architectures
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1 INTRODUCTION AND OVERVIEW

1.1 Project synopsis

SAMOYED was a three-year research project considering $apibierarchi-
cal ad hoc networks, especially ad hoc access networks.oths bf the work
was on mobility management and security issues. Fundintpégoroject was
provided, at the level of two full-time researchers, by thenish National
Technology Agency TEKES (80%), L. M. Ericsson (10%), and tienish
Defence Forces (10%). The project commenced in Septemiodr &td was
completed in December 2006. The site of research was theratmioyp for
Theoretical Computer Science at the Helsinki Universityefinology TKK.

The research was supervised by Prof. Pekka Orponen, antdbtbee
search team consisted of M.Sc. (Tech.) Maarit Hietalahti anddvi(Tch.)
Mikko Sarela. During Maarit Hietalahti’'s maternity leave hetfirst half of
2006, the team was augmented by Stud. Tech. Antti Tuominemin@ the
project, Mikko Sarela completed an extended research wishe Calit2 re-
search centre at UCSD (12/2005-07/2006).

Other researchers whose work significantly contributetiégtroject were
M. Sc. (Tech.) Tuulia Kullberg, M. Sc. (Tech.) Stefano Marinonsgapart-

time employed by the project 06—12/2005), D. Sc. (Tech.) &lsa Schaef-
fer and Doc. Pekka Nikander.

1.2 The ad hoc network environment

Ad hoc networks consist of (usually mobile and wireless)amthat create
and maintain their intercommunication links without théohef a pre-existing
infrastructure. On top of this transitory physical layezfwiork services such
as routing are provided. Lack of infrastructure means addclentral entities
such as fixed routers, name servers, etc. Additionallyjggmvolved in a
communication across a network might not have any commadaarkjsvhich
complicates the provision of services requiring trust artowity

Maintaining connections in an ad hoc network is difficult, Inese the links
are unreliable and the network topology is dynamic. Alsadixaces forming
a network are often small and portable, with a limited bgttde. Therefore,
they do not have much memory or computational power and thgitmot
be tamper-resistant. Connections are formed by routingagessrom point
to point via other peer devices and not through dedicateraetworks.

An ad hoc device can lose its connection to the rest of the or&tfor
several reasons: it can move out of the network’s reach,ntraa out of
batteries or be compromised, or something similar can happé¢he other
devices that are connecting this device to the rest of thearkt In general,
node movements in a network can be erratic and unpredict&#ace, the

network topology may be very irregular and change rapidigkg are few, so
the network may even be partitioned occasionally.

1 INTRODUCTION AND OVERVIEW 1



1.3 Hierarchical ad hoc networks

Much of existing ad hoc network research focuses on the flatarktmodel,

where no assumptions are made regarding the network’ststeuand the
movement of nodes with respect to this structure. Conselyyénis often

claimed that ad hoc networks will experience severe scaiglems when
the number of nodes increases.

g MOBILE NODES

Figure 1: An ad hoc access network

In many real-life situations, however, networks have somd kf natural
hierarchical structure that can be used to support theiagement. E.g. one
of the most promising applications of ad hoc networks is te them for
providing connections of mobile nodes to a fixed network, as aalledad
hoc access networfEigure 1). Here the mobile nodes are organised so as to
maintain contact to a supporting fixed network, and thecstaicess points of
the fixed network consequently induce a natural clustenmgray the mobile
nodes. Similarly in e.g. a military network, a certain amiofrstructure based
on troop organisation and movements can be expected. Insguelions not
only node locations, but also their movements may be cdaela

1.4 Research issues

General research issues in ad hoc networks arise from teiacteristics that
unlike in fixed networks, the connections are dynamic andalohs, nodes
do not have common history, their computational capabittyimited etc.
The lack of stable infrastructure entails that mobility mgement, congestion
control, routing, quality of service issues, security gtast be handled locally
and adaptively. Standard methods require global infolmnain network state
which is difficult to collect and rapidly outdated.

Hierarchical structure in a network may facilitate effidigmotocols for
these tasks, in particular if supported by connections txedfwired net-
work. Work in the SAMOYED project focused on three specificeasp of
hierarchical ad hoc networks: hybrid networks, especiabbility manage-
ment in ad hoc access networks; dynamic local clusteringchrsder-based
routing in ad hoc networks; and security architectures fostered ad hoc
networks.
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1.5 Hybrid networks

Hybrid networks consist of interconnected infrastruat@ad infrastructure-
less parts. These parts may be wired (and possibly largessuitie Internet),
wireless mesh networks, or wireless ad hoc networks. Tha mask is to
combine these very different networks into an integratesiesy where each
node can reach the other hosts, services and data they rebackaantitied to.
The most researched problem in this area is how to provigerat access to
nodes in an ad hoc network and vice versa. Such networks tere cdlledad
hoc access networlgs the literature.

Results of the SAMOYED project in this area include technidoemain-
taining session continuity in ad hoc access networks [1&juldi-homed so-
lution [20] to the global connectivity problem using the iédentity Proto-
col [17], and designs for applying the Host Identity Protidodactical ad hoc
networks [21]. An overview of this research area is presemteéection 2.

1.6 Clustering and routing

Hierarchical structures can be used to assist in the operafi an ad hoc
network, e.g. by creating a hierarchical addressing schemmined with
node level mobility schemes such as Mobile IP [18]. Routingalgms can
take advantage of the hierarchical, clustered structurednyg a different
routing scheme inside a cluster and outside it.

A number of cluster-based routing algorithms for ad hoc oeks have
been discussed in the literature, e.g. [2] and [9]. Clusteseld routing meth-
ods approaches can be more efficient than flat topology baseshown e.g.
in [24]. Less work has, however, so far been done in the arégedodrchical
network management techniques.

In the SAMOYED project, a novel dynamic cluster-forming maal was
developed [22]. The protocol is very simple, has low signglloverhead,
uses only information locally available at the nodes, amipces dense and
stable clusterings that are nevertheless responsive eomodility. After val-
idation by simulation studies, the clustering method wath&r developed
into a prototype Linux implementation, together with an ®-Based hierar-
chical routing scheme capable of taking advantage of thearartant cluster
structure. This research is discussed in Section 3.

1.7 Security

Distributed security is a difficult issue: reliance on cahsed trusted entities
must be minimised; trust relations must be independenteopthce and net-
work topology in which they were formed; and validation aidr relations
must be local.

Hierarchical structure may simplify security schemesnifa-cluster con-
nections are more stable and/or reliable than inter-alustes. Protocols
supporting the forming of groups, e.g. group key establestimmay be use-
ful in this setting. On the other hand, in a clustered netwhekclusterhead
nodes may create single weak points; this issue should bressit together
with mobility management.
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In the area of network security, the research focus of the SXHED
project was on trust management and security architecimraslistributed,
but hierarchical ad hoc network environment. This work immarised in the
thesis [4], and briefly surveyed in Section 4 of this report.

1.8 Project publications

The results of the project have been disseminated in theeoemée papers
[3, 12, 20, 21, 22] and theses [4, 13, 16, 19]. Copies of pultioa [12, 20,
21, 22] and [4] are included as appendices to this report.
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2 HYBRID NETWORKS

The first research focus area of the SAMOYED project concethecton-
struction and utilisation of hybrid networks. Such networkay arise, e.g.,
in military settings, disaster recovery, and novel grass-end user networks.
Examples include a navy network, where the topology actugs $s dynamic
and changing as ships move, but within ships relativelycstiitough it may
experience sudden changes in battle due to destructiorugdregnt; and dis-
aster relief communications, where some existing netwariastructure may
remain, some be built on site, and some parts of the netwoykexiat as ad
hoc networks. Of special interest in the project were theas®f establishing
and maintaining network connectivity in ad hoc access nedsvo

The problem of Internet access for ad hoc network hosts asegpseveral
subproblems:

¢ |ocating an Internet Gateway

e gateway registration and AAA

e address configuration

e route maintenance to the Internet Gateway
¢ end-to-end mobility management.

The first problem for an ad hoc network node to solve is how tate
an Internet Gateway. The Globalv6 [26] draft proposes tbatPv6 based
networks either the Internet Gateway periodically sendediements to the
ad hoc network of the Internet access provided, or respancejuests from
ad hoc nodes. These advertisements and responses cortagtwork prefix
the ad hoc network node must use.

Address configuration is another problem in ad hoc netwotkthe In-
ternet Gateways support NAT, then it is possible to use odlig@c network
local addresses within the ad hoc network. Support for NABnbe adver-
tisable. The possible future MANET prefix could be used as ditation of
NAT support, as it would not be globally routable.

If the gateway does not support NAT, then ad hoc nodes musigcoa
global addresses to communicate with nodes in the Interfieis requires
learning the prefix, configuring the address and detectidgesd collisions.

In the case of several Internet Gateways within the ad hogorkt the ad
hoc network is, in theory, a multi-homed network in the In&tr Each node
could, if the addressing problems are solved, be reached $everal places
in the Internet topology.

Widespread use of ingress filtering makes it practically dadory to route
packets through a chosen Internet Gateway, though. Onhiee lo&dnd, routes
in ad hoc networks are dynamic and, for some routing progoecoay change
without the explicit knowledge of the endpoints. From thietnet endpoint’s
view, the name (IP address) of the other endpoint should maige without
explicit name changing signalling (e.g. Binding Update in Meb®Pv6 [10] or
readdressing signalling in Host Identity Protocol [17].Stdve this problem,
the Globalv6 draft recommends using the routing header thighaddress of
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2

the Internet Gateway for packets destined to the Internetrder to force
them through the chosen Internet Gateway.

The Host Identity Protocol [17] can be used to enable ad htweork nodes
to switch the Internet Gateway they are using. As it suppoftihoming,
an ad hoc network node can obtain several points of entry ddriternet
and be reachable from all of them at the same time. Potentials can be
used to make repairing a connection faster, as a new glode¢sslis already
available when an old address dies (due to gateway losing touad hoc
network node).

In a scenario with several separate fixed networks connégtad hoc net-
works, one of the main problems is to achieve connectivityhe networks
are truly separate, then one cannot assume a common addressicture,
nor can one assume that there are no naming conflicts, utlessddress
space is large enough (and randomisation used) to makeigfidy improba-
ble. This kind of network, created as it grows from the partentains should
have a mechanism for different parts finding out each othdreanommon
naming format that can be used for inter-network connestion

In the publications appended to this report, article [12jd@ps techniques
for maintaining session continuity in ad hoc access netsjodkticle [20]
presents a multi-homed solution to the global connectprtgblem using the
Host Identity Protocol, and article [21] discusses the ath@es of the Host
Identity Protocol in the setting of tactical ad hoc networks

HYBRID NETWORKS



3 CLUSTERING AND ROUTING

The second research focus of the SAMOYED project was dynaoét tlus-
tering of nodes and cluster-based routing in ad hoc networks

Hierarchical, cluster-based routing can reduce routibgtsizes when us-
ing proactive (table-based) routing protocols, as contptardlat host routes.
The motivation for clustering is to reduce and localise alfymg messages, as
well as to maintain groups of nodes which can be addresseattiecally, as
opposed to flat addressing.

In a highly dynamic environment, maintaining hierarchy @allenge. To
be effective, a clustering algorithm should be able to misenthanges to the
cluster (subnet) composition. Topology changes withirugtelr are not very
important, but because of hierarchical addressing, clatgeluster mem-
berships are. Moving from one cluster to another affects tueis address.
Frequent address changes are undesirable even if the auikloggy used for
routing, and even more so if it is also used for identification

3.1 A novel clustering method

A new locally computable clustering method was introduced studied in
the SAMOYED project [22]. Local computability removes theedeo dis-
seminate cluster information beyond the nodes’ immediatghibourhoods.
A node can decide to join, leave, or create a cluster basetdleomtorma-
tion received from its one-hop neighbours only. The clusgeprotocol max-
imises, by local computations, for each clusteof nodes a global fithess
function f (C) conceived as the product of the internal density of the efust
(large number of intra-cluster connections relative todluster sizgC|) and
its “introversion” (high fraction of all connections f& are internal taC).
The explicit expression for the resulting objective fuontis:

f (C) — degnt (C) . degnt (C>
(S) {06y (C) + degyy(C)
2deg, (C)?

~ [CI(IC] — 1)(degy (C) + deg,¢(C))”

Here deg,; (C) and deg,;(C) denote the number of intra-cluster and inter-
cluster connections of node s&trespectively.

Maximising the fitness functiori (C) can be performed by purely local
computations, and produces dense and stable clustergpyherinimising
address changes.

3.2 Cluster-based routing

Clustering alone does not provide routing information; atirau protocol
must be used. Since most mobile ad-hoc network routing potdcemploy
some sort of beacon messages for neighbour sensing, onenteat el the
cluster information in these beacon messages. This wajecing does not
add to signalling overhead.

Cluster-based routing can be divided into two layers: iottster and
inter-cluster routing. Since these two can operate indégetnof each other,
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one can choose different routing protocols for them, or heesame protocol
for both, if desired. It may be approriate to choose diffefotocols, since
requirements for intra- and inter-cluster routing may vieeldifferent. Also,
route optimisation may be easier separately.

Intra-cluster routing

Proactive (table-based) routing gains the most from clugge Reactive (on-
demand) routing establishes routes when they are neediedy®st cases the
number of routes maintained by a single node is relativelglsniProactive
protocols try to maintain routes to all nodes in the netwdraltimes. With
clustering, the network is partitioned into smaller piec8g, even if routes
are maintained to all nodes within a given cluster, the nunalbeoutes per
node stays relatively small.

For the purposes of the SAMOYED project, OLSR was chosen asttiae
cluster routing protocol. OLSR works well with relativelynall and dense
clusters, such as produced by the clustering method caersid®LSR could
easily be used as the only protocol for both intra- and inkester routing,
but here it is used only for routing within a cluster.

By way of hearing neighbour cluster routing beacons, a dlcste deter-
mine all its neighbouring clusters. Neighbour clusterstoaadded to routing
tables as prefix routes. This will be useful in the route discy phase.

Inter-cluster routing

The main benefit of clusters, as to routing, is the ability &oénhierarchical
addressing. One can point to a cluster by just its ID. Instgfadext-hop
routing (i.e. sending a packet towards the final destinatipfobvarding it
to the next hop on the path), one can have next-cluster iuutr if using
source routing (i.e. sending packets with full path infotior®, one can use
cluster IDs as intermediate destinations. Obviously, thericluster routing
protocol can disregard any topology changes that occuimalusters. This
is a great advantage, since it will likely result in longeut®lifetimes.

Figure 2: Inter-cluster route with intermediate clusters

Fig. 2 illustrates routes known to a node. In the local clysi# routes
are known. A route to a node in another cluster contains just af the
intermediate clusters to get to the final destination. Norimfation about the
topology internal to the intermediate clusters is needed.
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Route discovery

When a proactive routing protocol is used, each node hasgdatether
nodes. In this case route discovery consists more of a mgugiidentity

to an address. If node identity is (part of) the addressgerdigcovery is es-
sentially superfluous. In current IP networks, an addresdlmadual nature
of being a topology based routing token as well as an ID fonthae.

Reactive routing protocols use route discovery whenevenmaroate is
needed. If the route is previously unknown, or it has expieebute request
is issued. Normally route requests are flooded in the netw8S8mce one is
here using a reactive protocol for inter-cluster routirayte requests are not
flooded inside a cluster, but rather forwarded to each neighibg cluster.
Neighbouring clusters are recorded as prefix routes (deseoMrom beacons)
in the routing table, as previously described.

As a result of the intra-cluster routing protocol operati@mode receiving
a route request from another cluster knows whether the stegdielestination
is in the current cluster. If it is, the node can just send aeeaply to the
requester. Otherwise, the node can forward the requesetodighbouring
clusters.

The original requester will add the newly discovered rootéd routing
table when it receives the route reply. If multiple routes discovered, the
best one should be used. Route metrics for evaluating therbett may
be just about anything. Hop-count distance is commonly uakkough in
this case, inter-cluster routes should not record hop splot rather cluster
counts.

Data traffic

A node sending data packets to another node in the samerdostenot need
any extra procedures. It just sends data towards the finéhdaen. If the
destination is in a neighbouring cluster, and the source as succesfully
discovered the route, sending data works the same way atahdluster.
When the data must go through intermediate clusters, thesmade must
include the cluster ID path to the final destination.

3 CLUSTERING AND ROUTING 9



4 SECURITY

The third research domain of the SAMOYED project was secuanithitec-
tures for clustered ad hoc networks. Research in this aredlyséported in
the thesis manuscript [4] appended to this report. Here esgmt a summary
of the main issues.

In mobile wireless ad hoc networks, nodes form connectiomsrgy them-
selves without the help of pre-existing routers or otherilsinservices. The
networks are self-organised, so that users need not berc@ubeith network
management. The same applies for security operationd, fapar managing
the (physical) security of the ad hoc devices and what thgetgnts’ access
control demands (remembering passphrases, for examplejla® networks
and sensor networks are generally out of the scope of thik,vadthough
some solutions are applicable also in those fields.

Reliability of communications is an especially importantigdty issue in
ad hoc networks. Cooperation of the nodes is necessary intordave pack-
ets forwarded. One also needs to consider notions of disébsecurity. No
particular node can be expected to be reachable at all tifiestefore, the
need for on-line contacts to central entities has to be mga&ch In addition,
nodes should be able to perform the computations neededdst enitical
network operations by using only the information providathim their neigh-
bourhoods (locally computable solutions). The goal is tabé& communica-
tions in a secure way, from enabling packet forwarding amtdiigerouting to
establishing trust relations and encryption keys.

4.1 Routing attacks

In ad hoc networks where nodes themselves act as routergroonsed
nodes can seriously hinder the operations of the networkobygooperating
in, or abusing the routing of messages. If routing tabled@ged, packets
will not reach their destinations. The same can happen iEagsheaders are
tampered with. Routing information may Bpoofedalteredor replayed A
malicious node can use the faults in a routing protocol t@etttmuch traffic
from a particular area, thus creatingiakhole It canselectively dropnly
certain packets and thus focus the attack on a selectedfghg network or
selected messages. This is especially effective when theiows node is in
a sinkhole.

In a Sybil attack a malicious node gathers several identities for posing as a
group of many nodes instead of one. This is targeted to undersolutions
that rely on the cooperation of multiple nodes.

In awormhole attackthe idea is to distort routing with the use of a low-
latency out-of-bound channel to another part of the netwdrkre messages
are replayed. In &lELLO flood attack a malicious node can send, record
or replay HELLO-messages with high transmission power.gdf@ocol uses
link-layer acknowledgementthese acknowledgements can be forged, so that
other nodes believe a weak link to be strong or disabled nalikess These
attacks can be used to create a sinkhole, or to otherwises®nduting.

The above attacks are described in [11, 1, 6].

10 4 SECURITY



Protecting against routing attacks

Several solutions have been proposed for protecting agsaese mentioned
routing attacks. For example, article [11] suggests linketeencryption and
authentication with a common symmetric key for preventingstroutsider
attacks. Replay attacks are often dealt with by an increasiogter; time
stamps are also possible. Protecting against insidekatimchallenging. An
insider cannot be prevented from participating in the ojp@mna of a network.
It is suggested in [11] that nodes should share individugjus symmetric
keys with the base station and that the number of neighbaursqae should
be limited (a node cannot form symmetric keys with too mamgphodes).

HELLO flood attacks are suggested to be dealt with by verifive li-
directionality of the link. For wormhole attacks, articlé#l] suggests ge-
ographic routing which brings forth another problem: skioohe trust the
advertised location information? Another solution [7]ascompare the time
it takes for a packet to travel from the sender’s geograplhacation to the
time stamp attached to the message.

In multipath routing, several paths are used simultangdosicommuni-
cation, for example by sending partial messages via diitepaths. When
redundancy is added to data, the division can be done sdhéilt message
can be reconstructed from even partially received data.nfdia objective is
tolerating packet loss, rather than detecting and isaatialicious nodes.

When isolation of malicious nodes is needed, a reputatiotesy$See
subsection 4.2) can be combined to routing. Isolation isedmnaccepting
communications only from nodes with valid credentials. ld@@r, monitor-
ing other nodes’ behavior becomes very inefficient when adueve high
mobility.

Secure routing: Surveys and comparisons
A good survey on secure routing in ad hoc networks is predent]. More
specific security surveys can be found, for example, in [2d][45].

4.2 Stimulating cooperation

4 SECURITY

Availability of network services is an important part of ety in ad hoc
networks. Having one’s packets forwarded to their destinadoes not only
depend on securing the routing against malicious attackeitsalso on the
cooperation of other nodes on the route.

In open networks, where nodes are individuals acting foir then best
interest, the nodes are thought to be selfish, due to thatebinbattery-life.
They are likely to save their limited energy and they may roilling to for-
ward packets on the benefit of others, unless otherwise atetly Therefore,
packet forwarding has to be stimulated, assuming that tlaé @fjahe nodes
is to send as much of their own packets as they can, nevesthelaking sure
that packets from other nodes will also be forwarded. Theesarablem has
consequences also when nodes are not independent, but aadmmon or-
ganisation, as conserving energy is a common topic in ewéhoa network
that is composed of small devices with limited batteriedutans that aim to
divide the packet-forwarding load fairly between the nodélsprobably also
be useful in saving the total energy of the network.
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Reputation systems

In a reputation systenother nodes form an opinion on a node’s behaviour.
This opinion has a direct effect on how high a priority the @sgbackets will
receive, and how much packets will be routed via the node. deisassessed
behaviour can include its:

¢ will to forward other nodes’ packets,

¢ will to take part in other common activities,
e not disrupting communications,

e NOt compromising common secrets.

A reputation system may give an inside attacker efficientmaéar making
DoS attacks using falsified reports of bad behaviour. Sonestiit is difficult
to sort out the malicious nodes from their victims. Reputasgstems should
protect themselves against such misuse.

A reputation system is being used, for example, in artic8} [@ connec-
tion with the AODV routing protocol. The nodes need a valikeio in order
to have their messages forwarded. The neighbourhood #egifieken, mon-
itors the node’s behaviour and decides whether the tokenldlhe renewed.
The neighbours sign a new token with the system secret usthgeahold
scheme. Collaboration among the attackers is assumed tmibedito fewer
than a threshold value &fattackers per neighbourhood. There is a decreas-
ing overhead over time: the lifetime of a token is extendeergvime it is
renewed. The solution is localised. However, this systemp b@avulnera-
ble to the Sybil attack, and the neighbourhood is expectdx teery stable,
renewing the same node’s token repeatedly. Therefore drbes inefficient
with high node mobility.

Payment systems

This is a system where nodes trade tokens, or essentiallgaahgf payments,
against packet forwarding services. Usually, tokens atieated for data

forwarding only, not for route discovery or control messagiA node might

participate in route discovery, but forward data seletyjvihus creating a
grey hole This is not explicitly punished, because such behaviouses

the node to lose income. A payment system avoids judgemenasnode’s

behaviour. Therefore it also avoids the sometimes conglicenanagement
of reputation and trust issues. The sender will pay tokenthi®forwarding

nodes in the path, hence the route should be previously knomestimated

in some way, so that the trading can take place. This is oblyaasier with

proactive routing protocols.

Trading tokens is similar to virtual currency systems, Wmhisually means
that extra management of the tokens on the market is needa@. discussion
of the advantages and disadvantages of different virtuaénay systems can
be found in the economics literature.

The value of cooperation mechanisms
Article [14] estimates the throughput with different fomdang probabilities
in a sparse network in conjunction with on-demand routibgs dssumed that

4 SECURITY



all nodes have the same forwarding/dropping ratio. Indiglgarticipation is
estimated with forwarding probability pairs (with and watit a cooperation
method), and the resulting global throughput is calculatedias found that
in medium- and large-scaled networks with long routes, tfeeeof increased
participation is low. However, in small ad hoc networks wsthort average
route length and certain forwarding probability pairs réhis improvement in
the overall throughput.

Promoting cooperation has received much attention in theé diegame
theory. A model for reciprocal behaviour, Tit-for-tat (TF&nd its more gen-
erous version, Generous tit-for-tat (G-TFT) are studiedl®]. The work
demostrates that under an energy constraint G-TFT proncotgseration if
every node of the network conforms to it (Nash equilibrium).

In order to apply a reputation system in a self-organiselidas automatic
detection and evaluation of attacks is needed. For examapiele [8] defines
a taxonomy of basic and anomalous events in routing, andesptilese to
AODV with the help of a finite state automaton. Automatic elttdetection is
a complicated task; some methods may be found in the literatuintrusion
detection.

4.3 Managing trust relations, keys and certificates

4 SECURITY

This work concentrates on the relationships between devidany types of
trust relations can be formed in ad hoc networks. Buildingisgcassocia-
tions between nodes can be done with the help of some ind&tof trust, a
certificate authority (CA), or pre-distributed keys or shibsecrets.

Whatever the initial trust relationship between nodes isreghare many
constructs in the literature for maintaining old and forgew trust relations.
There is a lot of literature on trust relations that is noatedl to hierarchical
ad hoc networks, but can be applied also in this context.

Managing PKI in ad hoc networks
A Public-Key Infrastructure (PKI) provides identifiers feach node (public-
private key pairs) and a way to authenticate these idersti{eartificate of a
node’s public key, signed by a CA, whose public key is knowrnvirgone).
A PKI may be previously constructed. This is possible for ek hav-
ing a single administrative unit. Some solutions are priesem the litera-
ture for bootstrapping a PKI. A PKI is relatively distribdtepublic keys and
certificates can be stored and used locally. Connections entat entity,
the CA, are sometimes needed, for example for revocationrtficates and
adding new nodes.

Example: certificate repositories

In [25] an interesting distributed public-key managemestam is presented.
Every node can issue certificates. A node keeps an updattticate repos-
itory and a non-updated certificate repository. The problem isatbdivalid
certificate chain from the repositories. The updated reépss are preferred,
but if a certificate path can only be found using non-updatdd,chn update
is requested on-line.
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Abstract

Disconnection of an SSH shell or a secure application
session due to network outages or travel is a familiar
problem to many Internet users today. In this paper,
we extend the SSH and TLS protocols to support re-
silient connections that can span several sequential TCP
connections. The extensions allow sessions to survive
both changes in IP addresses and long periods of discon-
nection. Our design emphasizes deployability in real-
world environments, and addresses many of the chal-
lenges identified in previous work, including assump-
tions made about network middleboxes such as firewalls
and NATs. We have also implemented the extensions in
the OpenSSH and PureTLS software packages and tested
them in practice.

1 Introduction

An increasing number of Internet hosts are mobile and
equipped with more than one network interface. Simul-
taneously, operation of mobile hosts has become more
continuous: the hosts have long uptimes, and the appli-
cations do not need to be closed when the host enters a
“suspended” state. However, in the today’s Internet, ap-
plications experience this combination of improved con-
nectivity and operation as a less stable networking en-
vironment. This is mainly because transport layer con-
nections break more frequently due to changes in IP ad-
dresses, network failures, and timeouts during discon-
nected or suspended operation.

It is often desirable to hide these disruptions from the
end user. For instance, a user should be able to suspend a
laptop, move to a different location, bring up the laptop,
and continue using the applications that were left open
with minimal inconvenience. In other words, the system
should provide session continuity over the disruptions in
network connectivity (cf. Snoeren’s analysis of the ses-
sion abstraction [23]).

Traditionally, session continuity has been considered
as a part of mobility, and has been handled in the data
link layer (e.g., wireless LAN or GPRS handover mech-
anisms) or in the network layer (e.g., Mobile IP). How-
ever, there are a number of reasons why providing ses-
sion continuity higher in the protocol stack is desirable:

Long disconnection periods: while network-layer
mobility mechanisms can deal with changing IP ad-
dresses, they cannot help the transport layer to overcome
likely timeouts during long disconnections. Moreover,
how exactly should long disconnections be handled of-
ten depends on the application in question.

No network infrastructure: in today’s Internet it
is common that clients are mobile but servers are not.
In this kind of environment, session continuity can be
provided without requiring the deployment of additional
fixed infrastructure (such as Mobile IP home agents).

Applications get upgraded: it is often claimed that
mobility has to be low in the stack to enable it for a large
number of different applications. However, we hypoth-
esize that it is often actually easier to deploy resilient
mechanisms built into applications. After all, the appli-
cations get upgraded all the time and processes for that
exist; but installing and configuring a Mobile IP imple-
mentation is beyond capabilities of most users and sys-
tem administrators.

Limited end-to-end connectivity: mobility mecha-
nisms implemented in the network or transport layer may
not work across various types of middleboxes that are
present in the network. For instance, if a firewall near
a client allows only outbound TCP connections, Mobile
IP does not work. Session continuity mechanisms in-
tegrated into applications make the least number of as-
sumptions about the network between the endpoints.

These arguments suggest that the session layer is the
lowest layer to implement resilient connections that can
span several sequential transport layer (TCP) connec-
tions, and thus, survive not only changes in IP addresses,
but also relatively long periods of disconnection.



In this paper, we extend two common secure ses-
sion layer protocols to support resilient connections: Se-
cure SHell (SSH) Transport Layer Protocol [28, 29] and
Transport Layer Security (TLS) [3].! We have imple-
mented these extensions in two open-source software
packages: OpenSSH, the most popular SSH implemen-
tation [16], and PureTLS, a Java TLS library [20].

Our main contributions are as follows. First, we have
developed resiliency extensions for the common TLS
and SSH protocols that largely avoid the deployabil-
ity problems associated with previous proposals. Sec-
ond, we have analyzed the challenges faced when im-
plementing this kind of extensions to legacy software
packages that were not designed with resiliency in mind.
In particular, different styles of handling concurrency
and I/O have large implications for the implementations:
OpenSSH uses asynchronous (select-based) I/O with a
process for each client, while PureTLS uses synchronous
I/O with threads.

The rest of the paper is structured as follows. In Sec-
tion 2, we introduce the SSH and TLS protocols and pre-
vious work on resilient connections. Our design princi-
ples, described in Section 3, attempt to address deploy-
ment challenges we have identified in the existing pro-
posals. In Section 4, we introduce our extensions to the
SSH and TLS protocols. Section 5 describes our proto-
type implementations, which are then evaluated in Sec-
tion 6. Finally, Section 7 summarizes our conclusions
and discusses remaining open issues.

2 Background and related work

The Secure Shell (SSH) is a protocol for secure login
and other network services [28]. It consists of three main
sub-protocols: the SSH transport layer protocol, user au-
thentication protocol, and connection protocol. The SSH
transport layer protocol is the lowest layer, and is respon-
sible for authenticating the server and providing an en-
crypted and integrity-protected channel for the other sub-
protocols. The user authentication protocol authenticates
the client, while the connection protocol multiplexes sev-
eral logical connections (such as interactive terminal ses-
sions, X11 window system forwarding, and TCP/IP port
forwarding) over a single transport layer connection.
Transport Layer Security (TLS) is a session layer pro-
tocol providing encrypted and authenticated communi-
cation session for communication between two applica-
tions [3]. It consists of two major parts: the TLS record
protocol provides a secure communication channel to up-
per layers, and is responsible for encryption and integrity
protection of data. The TLS handshake protocol provides

INote that despite their names, both protocols are strictly above
the transport layer (TCP) in the protocol stack, and thus calling them
session-layer protocols is more accurate.

the key material and authentication for the TLS record
protocol; this usually involves X.509 certificates and a
key exchange based on RSA encryption. The two re-
maining components of TLS, the alert and change cipher
spec protocols, are beyond the scope of this paper.

The benefits of providing session continuity above the
transport layer have been recognized before; for instance,
Duchamp [4] and Snoeren [24] provide several argu-
ments in its favor. There is a large number of propos-
als that provide resilient connections above the transport
layer but below the application layer protocol: Persistent
connections [32], Mobile TCP socket [18, 19], Mobile-
Socket [15], SLM or Session Layer Mobility [11], Re-
liable sockets [30], Migrate [23], Robust TCP connec-
tions [5], NapletSocket [33], Channel-based connectiv-
ity management [26], and Dharma [13], to mention just
a few examples.

The common part of most of these proposals is a li-
brary placed above the transport layer but below the
sockets API used by the application. The library presents
a single unbroken communication channel to the appli-
cation, hiding transport layer disruptions from the ap-
plications. The library is responsible for the signaling
required to manage the multiple TCP connections, and
also buffers application data so it can be retransmitted
over a new TCP connection if necessary (this is required
since most operating systems do not allow applications
to access the TCP buffers).

However, implementing resilient connections in the
“sockets API” layer has a number of drawbacks.

e The proposals typically use out-of-band signaling: a
separate TCP connection (or UDP-based “session”
coordinates multiple TCP connections. This can
lead to deployment problems if, e.g., a firewall al-
lows the port used by the application itself, but not
the port used for resiliency signaling. An impor-
tant reason for out-of-band signaling is the lack of
an extension negotiation mechanism in the sockets
API layer; however, such a mechanism is essential
for incremental deployment. While some proposals
(such as Zandy’s reliable sockets [30]) do actually
implement the initial resiliency signaling in-band,
they rely on obscure TCP semantics with question-
able deployability properties. However, even these
solutions change to out-of-band signaling after the
connection setup (e.g., due to TCP’s head-of-line
blocking issues).

e A separate key exchange is required to protect the
signaling messages (if the messages are protected
at all). This introduces additional overhead.

e While a separately delivered dynamically linked li-
brary that “hijacks” the operations of the normal



socket calls is a good approach for research, it cre-
ates deployment problems if it is does not come
bundled and tested with the software with which it
is to be used. Deploying such separate component
is likely to get less-than-enthusiastic response from,
e.g., corporate IT departments who would have
to deploy and manage this component in mission-
critical environments.

Proposals to implement the session continuity even
higher in the protocol stack than the session layer ex-
ist. If an application protocol connection setup is a light-
weight operation (e.g., HTTP GET), it’s not necessary to
extend any protocol to implement reconnections. An ap-
plication just reconnects and at the same time minimizes
the visibility of the reconnection to its user. For example,
most modern mail user agents operate in this manner.

An application protocol connection setup may con-
sume an considerable amount of resources, however, and
thus, several application protocols have been extended to
provide session continuity. For instance, REX, an SSH-
like remote execution utility [9], the XMOVE extension
to the X Window System [25], the REST extension to
FTP [6], and SIP [22] all allow continuing a session even
if a transport layer connection is disrupted for some rea-
son. These extensions are typically very specific to the
application in question; in contrast, our TLS extensions
would work with any application-layer protocol run over
TLS.

Session continuity for interactive terminal sessions
can also be provided by decoupling the terminal seen by
applications from the remote terminal session, as done
in, for instance, Screen [7] and Bellovin’s Session Tty
Manager [1]. However, these approaches still require the
user to manually establish a new SSH connection and re-
attach the terminal session.

Proposals that operate in the transport layer (e.g.,
Huitema’s Multi-Homed TCP [8]) are beyond the scope
of this paper. As they require modifications to the op-
erating system’s TCP/IP stack, and may not work with
existing middleboxes, we do not consider them easily de-
ployable.

3 Design principles

Based on the existing work, we have set our design prin-
ciples to emphasize deployability.

No network changes: no extra requirements for the
network or middleboxes between two communicating
hosts should be set. As an example, the extensions must
not require any additional configuration in firewalls.

Incremental deployment: the extensions should pro-
vide functionality once both connection end-points sup-
port it. The extensions should also interoperate with

legacy end-points without the extensions.

Limited end-point changes: the extensions should
require only modifications in TLS and SSH implemen-
tations, but no operating system changes or additional
software components. The latter includes, e.g., dynamic
libraries interposed between the application and the op-
erating system.

In terms of functionality, our design principles were:

Disconnections may last long: the extension should
deal gracefully with long periods of disconnection. The
maximum supported disconnection period is a local pol-
icy issue, and not a protocol issue. Thus, the protocol ex-
tensions should not limit the duration of disconnections.

No handover optimization: the extensions are not
optimized for fast handovers. This is mainly because
we believe the default disconnection to be relatively long
(from tens of seconds to hours).

In addition to the protocol extensions, there are cer-
tain implementation aspects to be considered. Server
side concurrency is the most important one. The mech-
anisms used to implement concurrency often depend on
the operating system and programming language used.
Obviously, our extensions should not prevent typical
server implementation strategies such as “a process for
each client” (either forked on demand or beforehand), “a
thread for each client”, or select-style asynchronous I/O.

4 Protocol extensions

In this section we describe the extensions made to the
SSH and TLS protocols. Since the extensions have much
in common, we present the shared features first, followed
by the SSH and TLS specific details.

4.1 Common features

In-band signaling: deployability concerns in practice
mandate the use of in-band signaling. In other words,
information required by the extensions is sent as part of
normal SSH and TLS messages, and all TCP connections
are initiated by the client. This ensures that resilient con-
nections do not introduce any additional requirements for
the network between the client and the server.
Extension negotiation: incremental deployment re-
quires interoperability with endpoints that do not support
these extensions, and thus, their use has to be negotiated.
Fortunately, both SSH and TLS have mechanisms for ne-
gotiating protocol features when the connection is set up.
Securing signaling: when the client creates a new
TCP connection to the server, it has to somehow indicate
that it wants to continue a previous session, and prove
that it is indeed the same client as previously. Thus, we
need a way to identify an existing session (any public and
unique information exchanged during the session setup



will do) and way to authenticate the signaling. Since both
SSH and TLS establish session keys between the client
and the server, the authentication is relatively easy to do.

Buffer management: both SSH and TLS operate over
TCP, which provides a reliable lossless connection chan-
nel. However, when the TCP connection breaks, the TCP
socket buffers may contain data that was not yet received
by the other endpoint, and thus, the data has to be retrans-
mitted when a new TCP connection is created. Since op-
erating systems typically do not allow access to the TCP
buffers, separate buffers have to be maintained in the ap-
plication.

Previously, two different approaches have been used
for managing these buffers: either data is removed from
the buffer only when an explicit session layer acknowl-
edgement is received (e.g., MobileSocket by Okoshi
et al. [15]), or the buffer size is limited to the size of
TCP buffers (e.g., Zandy’s reliable sockets [31]). We
chose the former approach: the endpoints send acknowl-
edgements regularly (say, after receiving 64 kB from
the peer). While the nodes may know their own TCP
buffer sizes, the network may also contain transport
layer proxies that buffer data: for instance, TLS is of-
ten run through web proxies using the “CONNECT”
method [12]. Thus, while explicit acknowledgements
add some overhead, only they ensure that the extensions
work properly in existing network environments. This
corresponds to the “end-to-end argument” by Saltzer et
al. [21]: since parts of TCP may be implemented by the
communication system itself, end-to-end reliability can
be correctly implemented only above TCP.

Closing: SSH and TLS connections are both tightly
bound to an underlying TCP connection. The resiliency
extensions render the situation more complex: if the TCP
connection breaks, the server should wait for the client
to reconnect again. Thus, the protocol should have an
explicit “close” message to be used when the endpoints
actually want to close the session permanently. Fortu-
nately, both the SSH transport layer protocol and TLS
have this kind of messages. However, we discovered that
OpenSSH did not actually send the close message, since
previously there was no need to differentiate between a
gracefully closed session and a broken TCP connection.

4.2 Extending SSH

Resilient connections for SSH could be implemented ei-
ther in the SSH transport layer protocol or the connec-
tion protocol. In the end, we decided to implement our
extension in the SSH transport layer protocol, since this
seemed to be simpler, and had more in common with the
TLS extensions described in the next section.

The SSH protocol suite is extensible: in the transport
layer protocol, the client and the server negotiate the al-
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Figure 1: Reconnecting an existing SSH session.

gorithms that will be used during the session. However,
while the algorithms are negotiable, the negotiation does
fix algorithm categories. Thus, we had to re-use an exist-
ing category to negotiate the resiliency support: the client
and the server announce their support for this extension
by including a Key EXchange (KEX) algorithm named
“resilient” as the least-preferred algorithm. If both end-
points supports this extension, they enable buffering of
data and sending of explicit acknowledgements. The ac-
knowledgement is a new SSH message type that contains
the sequence number of the next expected record.
Modeling the resiliency extension as a special key ex-
change algorithm also simplifies things when the client
wants to reconnect; i.e., continue the same session over a
different TCP connection. The exchange is shown in Fig-
ure 1. The client indicates that it wants to continue a ses-
sion by listing “resilient” as the only supported key ex-
change algorithm. The client then sends a message con-
taining a session identifier and a Message Authentication
Code (MAC); the server responds with its own MAC.
The MACs prove that the parties are still the same as in
the original connection, and are calculated over the VER-
SION and KEXINIT messages (which include nonces to
prevent replays). The MAC is calculated using a separate
key used only for the KEXRECONNECT messages, and
is derived during the initial handshake at the same time
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Figure 2: Reconnection procedure in TLS.

as the encryption and integrity protection keys.

After this, the endpoints take the cryptographic keys
into use, send a “synchronize” message indicating where
the previous connection was broken, and retransmit lost
data from the buffers.

The SSH transport layer supports payload compres-
sion. While the transport layer protocol implements
the compression, compression is done before encryption.
Thus, the compression belongs to the topmost part of the
transport layer. We decided to hide the connection dis-
ruptions from the compression engine to maintain the
compression engine’s state intact. Re-establishing the
compression state would only decrease the compression
performance during reconnections.

4.3 Extending TLS

The resiliency extension to TLS is negotiated us-
ing the TLS extension mechanism [2] in ClientHello/
ServerHello messages. Similarly as in the SSH case, if
both endpoints support this extension, they start buffer-
ing data and sending acknowledgement messages. In the
TLS case, the acknowledgement messages contain the
number of application data bytes received instead of the
TLS record sequence numbers. We chose this approach
since the reconnection handshake is based on the abbre-
viated TLS handshake which resets the sequence num-
bers back to zero.

The reconnection exchange is shown in Figure 2. The
client indicates that it wants to continue an existing

connection by including a connection identifier in the
ClientHello message. The ClientHello/ServerHello mes-
sages are followed by an abbreviated handshake (based
on the normal TLS session resumption handshake) which
verifies that the parties have remained the same and es-
tablishes fresh session keys.

After this, the endpoints tell how much data needs to
be retransmitted, and retransmit the lost data, if any.

It is important to note that while the cryptographic
handshake re-uses an existing TLS feature called “ses-
sion resumption”, there is an important difference. TLS
session resumption is a feature of the TLS handshake
protocol which caches the results of expensive public-
key operations. It is a performance optimization and is
independent of the actual data transfer (the TLS record
protocol). Thus, it does not enable a client to continue an
existing connection that was for some reason broken.

4.4 Security analysis

Making SSH and TLS sessions resilient to disconnec-
tions could introduce new security vulnerabilities. How-
ever, we believe that the extensions presented in this pa-
per provide the same level of security as the situation
when new SSH and TLS sessions are initiated to handle
disconnections. In this section, we provide a high-level
analysis of our protocol extensions. A complete security
analysis of our protocol is beyond the scope of this paper.

In our extensions, all messages are authenticated using
shared keys created during the initial SSH or TLS proto-
col exchange. Thus, an attacker cannot spoof or modify
the reconnect messages. Replay attacks are not possi-
ble, since the first SSH and TLS key exchange messages
include fresh nonces that are covered by a MAC later
during the handshake.

Since the extensions require the endpoints to buffer
data that has not been acknowledged, the amount of re-
sources needed by a single SSH or TLS session is in-
creased. Thus, the work required for a denial of service
attack against a server (by creating a large number of ses-
sions) may be less than in normal SSH or TLS. However,
in most cases the buffers are likely to represent only a
small share of the resources, and thus, denial of service
resistance is not significantly changed.

S Implementation considerations

In this section, we analyze the implications of resilient
connections for SSH/TLS client and server side imple-
mentations.



5.1 When to reconnect and which interface
to use?

Resiliency against connection disruptions brings a new
challenge to client and server side implementations of
both protocols. On the client side, the challenge is to de-
termine when to start the reconnection procedure. Some
options include the following:

1. A manual request; e.g., a user could click a “recon-
nect now” button in the application user interface.

2. Automatically when the device is brought up from
a “suspended” power management state.

3. Whenever the current TCP connection is broken.

4. Whenever a more preferred network interface is
available.

5. Probably several more options exist.

In addition to deciding when to reconnect, there may
be multiple interfaces available: which of these should
be used to establish the connection?

To ensure easy deployability, the solution should de-
pend only on tools and APIs commonly available on the
deployment environment and not require any additional
software on the client machine.

Therefore, we decided to simply rely on the operat-
ing system’s source address selection. In other words,
we leave it to the operating system to decide which lo-
cal interface should be used when a TCP connection is
established, and initiate reconnection when the operating
system’s decision changes, or the current TCP connec-
tion is broken.

This raises the question of how to notice that the
OS’s source address selection policy has changed.
In Windows, the Winsock API has a feature
(“SIO_ROUTING_INTERFACE_CHANGE” socket
option; see [ 14]) that allows the application to be notified
of changes. BSD-based Unixes have “PF_ROUTE”
routing sockets [27] and Linux has Netlink sockets [10]
that also allow monitoring of routing table changes.

In the end, we implemented two different approaches.
For OpenSSH, we used a routing socket to monitor rout-
ing table changes. In PureTLS, we settled for polling the
OS in regular intervals to see if the preferred interface
has changed. The polling can be done, for instance, by
creating a “connection-mode” UDP socket, and reading
the local address using the getsockname() API call (note
that no UDP packets are actually sent). The approach
was preferable in Java, since it avoided the need to have
native and platform-specific code.

On the server side, a certain level of uncertainty is im-
minent too. For a server, the challenge is to determine

the time to discard a session that waits for its client to
reconnect. The difference to the client side is that the
server must make the decision completely without the
help of a user. Our vision is that the time a server is will-
ing to keep resources allocated for a session without a
connected client is a local policy issue. Different users
may have different timeouts as well as servers with dif-
ferent loads may have different timeouts. For instance,
one could assume a shared server is willing to maintain
sessions shorter period of time than a server solely used
by a single user. For the prototype implementations, we
implemented a configurable server-wide timeout.

5.2 Server side concurrency

A common server design strategy is to create a new pro-
cess or thread for each new client connection. While this
often simplifies the server design, in this context concur-
rency becomes a complicating factor, since it results in
a situation where the client’s original session and recon-
nection request are handled by two different processes or
threads.

A server designer has two options to choose from: ei-
ther the new process finds the corresponding old process
and passes the new TCP connection to the old process,
or the other way around. Regardless of the choice, the
server must maintain a table mapping sessions to pro-
cesses for inter-process (or inter-thread) communication.
In our implementations, the new process passes the new
connection to the old process. Before passing the con-
nection, the new process validates reconnection attempts.
The validation requires contacting the old process, as
the new process has no other access to the session keys.
Once the new process has passed the connection to the
old process, it exits.

Two reasons made us to choose the new process/thread
to pass its state to the old process/thread. First, the new
process has simply less state to pass: in practice, passing
a file descriptor of a transport connection and sequence
numbers to synchronize is sufficient. Second, besides the
amount of state, the new process has state information
that is easier to transfer. The old process can have such
state that is impossible to pass across process bound-
aries. As an example, consider a TLS server process
that creates child processes. In majority of platforms,
it is impossible to pass child processes from a process to
another—which would be a requirement if the old pro-
cess passed its state to the new process.

In a multi-threaded server, implementing state pass-
ing is straightforward. However, if a server is imple-
mented using concurrent processes, the above indicates
that the server requires certain Inter-Process Communi-
cation (IPC) facilities:

1. An inter-process message channel to validate recon-



nection requests using keys stored in the old pro-
cess.

2. An inter-process message channel to pass sequence
numbers for synchronization.

3. A file descriptor passing mechanism to transfer a
transport connection (socket) from the new process
to the old process.

The required IPC facilities are realistic on most mod-
ern platforms, but they have often platform-specific fea-
tures. Therefore, while the resiliency extensions are un-
likely to prevent porting a server implementation to an-
other platform, IPC mechanisms may add an extra twist
to the porting process.

5.3 Atomic reconnections

Reconnection attempts must be atomic: the protocol
state machine of an old connection must not become cor-
rupted if an attempt fails. As discussed above, we de-
signed the server implementations in a way that the new
process transfers its state to the old process only after a
reconnection request is determined to be valid. The ap-
proach has a positive side effect: the server side recon-
nection handling becomes atomic from the old process’
point of view. If a reconnection request is invalid, the old
process sees nothing.

Client implementations required similar atomic recon-
nection attempts: either a reconnection attempt succeeds
or no state is affected. Unfortunately, implementing this
in a general case can be challenging, as we learned in
a hard way. A normal client implementation can mod-
ify global variables and data structures while connect-
ing, and if connecting fails, it simply exits. Being a
perfectly valid approach without resiliency extensions,
this becomes challenging when the client implementa-
tion should behave in a deterministic manner in the case
of connection failures.

Our observation was that it is tempting to modify a
client implementation to behave as a multi-process or
multi-threaded server: a fresh client process or thread at-
tempts to reconnect and only once it succeeds, it passes
its state to the old process or thread. In this way,
the client implementation may dirty the new process or
thread state but the attempt still remains atomic from
the old process’ point of view. As we implemented our
clients in this way, we found out an unfortunate side ef-
fect: clients implemented in aprocess model require sim-
ilar IPC facilities as the servers do. Our OpenSSH client
was implemented as a multi-process and PureTLS client
as multi-threaded client.

[ SSH2 daemon process J

~

Privileged\client
proces

Privileged client
process

[ KEX process J [ User process J [ KEX process J

Figure 3: OpenSSH separates privileged processes
(above dashed line) and less privileged processes (below
dashed line). Grey boxes depict the processes processing
a reconnection request.

5.4 Interface to higher layers

SSH transport layer protocol and TLS are not useful
alone; they are always used together with some higher
layer protocol. TLS is used with many different applica-
tions, while in the SSH case, the higher layer protocols
are the SSH connection and user authentication proto-
cols.

In general, we would like to change the interface of-
fered by TLS and SSH transport layer protocol as little as
possible. However, some changes and/or enhancements
may be desirable. For instance, in the TLS case, some
applications may be interested in knowing when a con-
nection is no longer working, when a reconnection has
happened, or even initiating reconnection.

Another set of issues arises from the fact that the IP
addresses and port numbers used by the TCP connec-
tions may change when reconnecting. If the application
uses these values for some other purpose than just send-
ing packets, it may want to know when they change. For
instance, OpenSSH can be configured to allow connec-
tions only from certain IP addresses. Similarly, a Java
application can retrieve the addresses using Socket ob-
ject methods such as getlnetAddr(), and use them for,
e.g., access control. Thus, it would be useful to have
callbacks that allow the application logic to be notified
when the addresses change.

These changes in the higher layer interfaces may re-
quire small modifications to OpenSSH and applications
that use PureTLS. However, we have not yet imple-
mented or further explored these modifications in the
current versions of our prototypes.

5.5 OpenSSH

OpenSSH implements privilege separation to limit the
effects of possible programming errors [17]. In the privi-
lege separation, a privileged server daemon process uses
less privileged processes to interface with clients. Less
privileged processes then communicate with the privi-
leged process through a monitor that protects the priv-



ileged process. Figure 3 depicts how OpenSSH forks
(straight arrows) a separate process to do the key ex-
change and user authentication. Once the KEX process
is done, the OpenSSH server forks yet another process to
actually serve the client. Only the last process runs under
the user’s identity.

The OpenSSH privilege separation requires state seri-
alization and passing across process boundaries: differ-
ent processes perform the key exchange and the actual
connection serving. After the key exchange, the KEX
process serializes its key material together with informa-
tion about the agreed algorithms and passes the state to
its privileged parent process. The parent process then
forks the actual connection serving process and passes
the state further there.

It turned out that for both the OpenSSH server and
client implementations, privilege separation facilitics
based on Unix socket pairs were enough to provide the
required IPC facilities once they were extended to pass
file descriptors. No additional authentication between
processes was necessary either; the Unix socket pairs are
invisible beyond a process and its child processes. On
the server side, facilities provide atomic reconnections
and the transfer of a new connection to an old process.
On the client side, they only guarantee atomic reconnec-
tions as discussed earlier.

On the server side, we decided to transform the main
daemon process into a message broker as it was the only
common factor between all processes. The curved arrow
in Figure 3 depicts how a connection together with syn-
chronization information actually travels through several
processes via the main daemon process, from the new
process eventually to the old process.

5.6 PureTLS

In PureTLS, most of the implementation complexity
comes from the requirement to keep the objects visible
to the application (such as Socket, InputStream and Out-
putStream instances) unchanged over reconnections.

For Socket, this required creating an additional layer
of indirection: a new Socket instance that forwards the
method calls to the “real” underlying socket. Fortu-
nately, PureTLS already contained this kind of indirec-
tion layer, and only small modifications were needed to
allow changing of the underlying socket on-the-fly.

6 Evaluation

In this section we present measurement results of recon-
nection transactions for both protocols and discuss the
complexity of implementations. In this paper, we did
not focus on the performance optimizations. Instead, the
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Figure 4. SSH processes involved in reconnecting a ses-
sion.

main purpose of our evaluation is to show that our pro-
totypes work and their performance is adequate for the
intended use (relatively long disconnections).

6.1 Measurements

One of our main assumptions behind the design princi-
ples was that typical connection disruptions last a rel-
atively long time. Therefore, we constructed one such
scenario: a user manually switches from Wireless LAN
to wired Ethernet. While the access to Internet from both
networks goes through different NAT boxes, the user still
expects his connections to survive from a changing IP
address and NAT box. We conducted a set of measure-
ments to validate the hypothesis and measure the actual
expected length of typical reconnections.

In our scenario, the user downloads a large file from
a remote server, either over SFTP or TLS. First, a user’s
laptop is attached to a wireless access point, but then the
user decides to connect it to a fixed LAN to access re-
mote services not available through the restricted pub-
lic WLAN. Switching the access point requires, besides
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Figure 5: Progress of an SFTP transfer before, during, and after reconnection.

plugging an Ethernet cable, also turning off the WLAN
interface; otherwise the laptop operating system keeps
the WLAN interface as its primary interface.

We expect that typical disconnections would last sig-
nificantly longer than the couple of seconds in these mea-
surements. For example, we have used the extensions to
keep SSH sessions alive while a suspended laptop is car-
ried from the office to home.

OpenSSH measurements

In the OpenSSH tests, the remote download server was
on the Internet and the round-trip time to the server was
10 ms through both WLAN and LAN. The SFTP client
run on Mac OS X 10.4, while the SSH server was run on
Linux.

As described in Section 5.1, the client can start recon-
nection not only when the TCP connection breaks, but
also when the preferred source address has changed. Our
OpenSSH extension uses a separate process to monitor
the routing tables of the operating system. Once this pro-
cess realizes that the route to the server has changed, it
sends a signal to other processes that handle the actual
reconnection.

Figure 4 represents the reconnection from a process
viewpoint. On the client and server sides, temporary pro-
cesses (c, and s, respectively) handle the reconnection
and old processes (c, and s,) receive the new transport
connection only when it is time to resend lost packets.
The main daemon process (sq) only brokers messages be-
tween processes. In the figure, arrows titled as ’v’ depict
the inter-process validation messaging, while *p’ arrows
depict the actual state passing.

Figure 5 shows the number of bytes an SFTP client has
received as a function of time. The test user turned off the
WLAN interface at time zero. The user quickly plugged
a wired LAN cable in; finding the cable and inserting it
to the laptop took less than three seconds. While it did
not take that long to request an IP address (in the fig-
ure interface is up once it has an IP address), the graph
illustrates how long it actually took before the network

attachment was completely over from the SFTP point of
view. Before the SFTP client receives a signal from the
routing table monitoring daemon, 5 seconds has passed
since the wired LAN interface came up. The actual re-
connection then takes only about 200 ms before the file
download continues.

PureTLS measurements

In the PureTLS tests, the client run on Linux and the
server on Windows XP; the round-trip time to the server
was around 1 ms.

Figure 6 shows the number of bytes received as a func-
tion of time. In this case, the network disruption lasted
5.5 seconds, and recovering from it took about 0.5 sec-
onds. The differences compared to the OpenSSH case
are explained mainly by how the reconnection is trig-
gered (see Section 5.1).

Acknowledgment overhead

Figures 5 and 6 show only the downlink traffic and do
not contain the additional network traffic caused by the
session layer acknowledgements. However, this traffic
is tolerable, and does not necessarily generate additional
IP packets since the SSH/TLS ACKs can fit in the same
packets as TCP ACKs.

Our OpenSSH acknowledgment implementation was
suboptimal, since it acknowledges every received SSH
transport layer message. While a single SSH ACK pay-
load consumed only 5 bytes of space (packet type and 32-
bit sequence number), the minimum cipher block sizes
and MAC together increased the total size of ACK mes-
sages; a single ACK, with default OpenSSH configu-
ration, consumed 32 bytes in total. Despite this sub-
optimal implementation, the extra traffic caused by the
ACKs was more than acceptable, since the SSH transport
layer messages can be up to 32 kilobytes: the ACK traf-
fic amounted to less than 0.6% of the whole bandwidth.
The PureTLS implementation does not acknowledge all
records, but instead attempts to send ACKs at the same
time as application data; the overhead figures were com-
parable to the OpenSSH case.
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Figure 6: Progress of an TLS transfer before, during, and after reconnection. The temporary rapid speed-up after
reconnection is caused by an implementation anomaly: the file transfer application uses a significantly smaller block

size than the retransmissions done by PureTLS.

6.2 Implementation complexity

In-band resiliency signaling helps deployment, but it has
an obvious extra cost: server and client applications must
be modified. Next, we will briefly discuss the required
implementation effort in the light of experiences from
OpenSSH and PureTLS.

Our OpenSSH extension required about 2,200 lines
of code. Over half of this code is related to passing
state information and socket handles between the dif-
ferent processes. On the other hand, implementing ex-
plicit acknowledgments and buffering required relatively
little effort, since much of existing OpenSSH functions
were reusable as such. The OpenSSH implementation
required roughly a man month of efficient work time,
which included one complete refactoring.

The PureTLS extension was slightly simpler (about
1,000 lines of code) since Java’s inter-thread communi-
cation facilities were much easier to use.

7 Conclusions

True session continuity in today’s Internet requires not
only handovers, but also gracefully handling long peri-
ods of disconnected operation. The contribution of our
paper is three-fold. First, we have identified design prin-
ciples that emphasize deployability and address some of
the challeges in previous work. Second, following these
principles, we have extended the SSH and TLS protocols
to support resilient connections. Third, we have analyzed
implementation issues faced when adding the functional-
ity into two existing software packages.

Our three design principles are as follows: mecha-
nisms for providing session continuity (a) should not
place additional requirements for the network, (b) must
allow incremental deployment, both providing benefits to
early adopters and interoperating with legacy endpoints,

and (c) should not require changes in operating system
or third party libraries.

Our experience with the SSH and TLS extensions in-
dicates that these design principles mandate certain pro-
tocol features, the most important one being in-band sig-
naling. Furthermore, the protocol needs to support ex-
tension negotiation and explicit close messages, and has
to be extended with explicit acknowledgements for trans-
ferred data.

The required extensions to the TLS and SSH proto-
cols were relatively simple. In our case, we embedded
the resiliency negotiation into the initial connection setup
messages in a backwards compatible manner. In addi-
tion, both protocols execute mutual authentication while
reconnecting simply by proving the possession of the
shared secret of a suspended session.

In the implementations, handling the server side con-
currency was clearly the most challenging part. The pro-
cess (or thread) that is handling the reconnection request
must find the corresponding old process, since only the
old process can validate the request. After a success-
ful validation, the new process must pass the connec-
tion state and the TCP socket to the old process. This
translates into inter-process or inter-thread communica-
tion mechanisms. Moreover, while dividing functional-
ities between the new and old processes, we found out
that a new process should prepare a reconnection attempt
and only alter the state of the old process after the re-
connection attempt has succeeded. This simplified the
implementations considerably.

While our paper has focused on addressing deploy-
ment challenges, deployability remains a difficult con-
cept. Much of existing work on mobility has focused on
issues easy to measure and compare, such as handover
performance. Deployability in general, as well as ap-
proaches to compare it, have received less attention, and
clearly, more work is needed to better understand how



different protocol design choices affect deployability.
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Abstract

An ad hoc access network may have several Internet
Gateways that are located in different parts of the Internet
topology. In this paper, we present a multi-homed solution
to the global connectivity problem using the Host Identity
Protocol (HIP). The solution, taking advantage of the multi-
homing capabilities of HIP, allows a MANET node to main-
tain several locators e.g. IP addresses to the corresponding
node and to automatically switch between them, when any
of them becomes unusable. The main benefit comes from
the fact that the return routability signaling about the loca-
tors can be done well in advance. In addition, the Internet
Gateways can act as NAT devices between the Internet and
the ad hoc network and allow the ad hoc network routing
to utilize the cryptographically secure host identifiers HIP
provides.

1 Introduction

Some nodes in mobile ad hoc networks (MANETS) may
have access to a fixed network infrastructure, such as the
Internet. As these gateways to the Internet may reside in
different organizations, such a MANET should be consid-
ered to be a potentially multi-homing access network from
the Internet architectural perspective. In the literature, these
networks are often called either ad hoc access networks, or
hybrid networks, to distinguish them from pure ad hoc net-
works with no fixed network infrastructure. In this paper,
we will refer to them as ad hoc access networks.

The problem of Internet access for ad hoc network
hosts consists of several subproblems: finding an Internet
Gateway (GW), registration with the Internet Gateway, ac-
cess control, authorization, and address configuration, route
maintainance to the Internet Gateway, passing data traffic
between the MANET and the Internet, reachability for the
MANET nodes from the Internet, and the end-to-end mo-
bility management.

In this paper, we present a method for Internet access in
ad hoc networks based on the Host Identity Protocol [7, 6]
that solves the problems of registration, passing data traf-
fic, and reachability. Our contribution is to solve the global
route maintainance in a multi-homing fashion so that sev-
eral routes (Internet Gateways) may be ready for use in a
single session simultaneously.

The rest of the paper is structured as follows. In Sec-
tion 2 we introduce previous work on global access in ad
hoc access networks and then continue with the Host Iden-
tity Protocol in Section 3. We then describe our solution in
Section 4 and finally conclude in Section 5.

2 Background

Globalv6 [14] proposes the necessary requirements for
Internet access from ad hoc networks. Internet Gateways
either send advertisements, or respond to requests and in-
form a MANET node of a network prefix it must use. The
draft recommends using the routing header with the address
of the Internet Gateway for packets destined to the Internet
in order to force them through the chosen Internet Gateway.

Numerous proposals use Mobile IP to make changing
Internet Gateways possible e.g. [1, 13, 15]. Miller et al.
[5] extended DHCP to ad hoc network usage to solve the
address configuration problem in IPv4. It is also possible
to hide the mobility from the MANET nodes using mobile
gateways [16, 17] as is done with mobile networks.

In a performance study, it was found that link breaks
were the main factor affecting transport protocol perfor-
mance during micro mobility [9]. Link breaks are a major
reason for switching Internet Gateways and thus, there is a
need for finding faster and more efficient ways of switch-
ing from one Internet Gateway to another when the route
breaks. Nilsson et al. [10, 11] integrate micro mobility and
macro mobility in ad hoc access networks using HAWAII
[12] and Mobile IP to obtain faster handovers for micromo-
bility.



3 Host Identity Protocol

Host Identity Protocol introduces host identities, which
create a new flat and cryptographically secure name space.
Host identifiers are public cryptographic keys. They replace
the end-to-end connectivity purpose of IP addresses in up-
per layers leaving IP addresses as topological locators used
for routing. Transport layer connections are composed of
host identities and port numbers.

Since public keys need to be long for security reasons,
using them directly is problematic. Instead, 128-bit host
identity tags (HIT) are used. They are created from the
public key using a cryptographic hash function. This saves
bandwidth and has the added benefit that a Host Identity
looks exactly like an IPv6 address, and thus no changes to
transport layer applications are required.

The HIP protocol [7] consists of a base exchange, mo-
bility signaling [2], and some additional messages. The
purpose of the base exchange is to create assurance that
the hosts indeed possess the private keys corresponding to
their identities. This is accomplished with a two round trip
Diffie Hellman key exchange protocol, which creates a pair
of IPSec security associations between end-points based on
the Host Identifiers.

During base exchange both hosts also create a mapping
from IP addresses to HITs and vice versa for both in-coming
and out-going traffic such that transport layer sees HITs and
IP layer sees IP addresses in packets.

The base exchange,shown in Figure 1, consists of I, R,
1>, R» messages. When the responder receives an 11 packet,
it selects a suitable R1 packet from a pool of precomputed
messages. The R1 message contains a puzzle that the initia-
tor has to solve. The same message also initiates the Diffie-
Hellman exchange. It contains the responder’s host identity
public key, together with the Diffie-Hellman public key and
other Diffie-Hellman parameters. From the traffic analysis
point of view, it is important to notice that the responder
is not able to form the session key before the 12 packet ar-
rives. Therefore, the responder’s host identity public key is
currently transmitted in clear.

Initiator
I1: HIT, HITg

Responder

»
| ot

R1: HITR HIT, puzzle DHR PKR Sig

A

I2: HIT, HITg SPI, solution DH, {PK,} Sig

v

R2: HITR HIT, SPIg Sig

A

Figure 1. HIP base exchange

Upon receiving R1, the initiator solves the puzzle, com-
putes a session key, and sends 12. 12 includes the puzzle
solution, Diffie-Hellman parameters, SPI, and the initiator’s
host identity public key. The host identity public key is en-
crypted using the session key.

The responder verifies that the puzzle is correctly solved,
creates the session key, authenticates the initiator, and cre-
ates session state. The final message, R2, contains the re-
sponder’s SPI and a signature. The signature allows the ini-
tiator to complete the authentication procedure.

The use of cryptographically secure Host Identifiers clar-
ifies the meaning of IP addresses by making them pure topo-
logical labels. This makes it easier for hosts to signal new
interfaces or changes to address(es) in a secure manner. HIP
provides a generalization called locator for describing new
interfaces and changes to addresses.

3.1 Mobility and Multihoming

Once the HIP base exchange has been completed and the
security associations are in place, the end-points can inform
their peers about other interfaces they can be reached from
and the current IP addresses assigned to the interfaces. This
is done using the locator parameter in the HIP re-addressing
protocol [2]. The protocol consists of Re-address (REA)
and New SPI (NES) packets.

A host can use the HIP re-addressing protocol to inform
its peer of multi-homing by using the locator parameter [2]
in either R1 or 12 packets. Locator is a name that controls
how the packet is routed through the network [2]. The name
may contain for example an IPv6 address, an IPSec Secu-
rity Parameter Index (SPI) value, and other information that
is needed to route a packet. When a host wishes to inform
its peer that it has new interfaces, or that one of its cur-
rent interfaces has moved, it can do so using the HIP Re-
addressing protocol. The data structure containing the loca-
tor also states its lifetime (seconds) and status (unverified,
active, and deprecated).

When a node changes its location in the network topol-
ogy, it sends a Re-address (REA) packet from its new ad-
dress. The peer optionally responds with a New-SPI (NES)
packet, containing a new SPI that is used to verify that the
mobile is indeed in the claimed location. The node then re-
sponds with an ESP message to the new SPI, thus verifying
that it is indeed reachable from the new location. In ad-
dition the architecture supports the concept of Rendezvous
Server [6], which is used for initial rendezvous, simultane-
ous movement, and location privacy.

3.2 Delegation

A locator through which a node can be reached does not
have to describe an address where the node actually resides.



It may also contain the IP address of a middle-box, which
then forwards the data traffic to the actual destination. The
HIP Rendezvous Server is an example of such a middle-
box, as is the Mobile IP Home Agent.

In addition to being reachable from said location, a node
may also delegate the right to make signaling to the middle-
box [8]. The key here is the authorization certificate that
the node gives to the middle-box, which describes the rights
that the middle box is given. We propose to use an autho-
rization certificate that allows the middle-box to inform cor-
responding nodes of new locator(s) and to manage them.

This requires the middle-boxes to make address trans-
lations for packets that pass them. In HIP, IPSec Security
Parameter Index (SPI) value can be used as an index for the
end-point identifier together with the destination IP address
[18], which makes it possible to make changes to the IP ad-
dresses and port numbers without affecting the end-to-end
connectivity. The SPI multiplexed Network Address Trans-
lation (SPINAT) device establishes state during the IPSec
control plane signaling.

4 Multihomed ad hoc access networks

We propose the use of Host Identity Protocol for en-
abling global connectivity for MANET nodes. Many ad hoc
routing protocols, such as AODV [] use flat routing identi-
fiers. Thus, HITs can be directly used as routing identifiers
in such ad hoc routing protocols. The MANET node first
registers with one of more Internet Gateways as specified in
globalv6 [14].

An Internet Gateway, which does network address trans-
lation (e.g. SPINAT), must be able to advertise that capa-
bility to the MANET. We propose that this will be done by
advertising the MANET network prefix that is not globally
routable. This way the MANET node will know that it does
not need a globally routable IP address to reach Internet and
can omit the address configuration and trust that the gate-
way will translate the MANET local source address to a
globally routable address.

With HIP the packets are recognized with IPSec SPI
value and destination address. A SPINAT [18] enabled gate-
way will translate the IP packet header so that the MANET
local routing identifier of the MANET node is changed to
the globally routable IP address and vice versa. If the gate-
way does not support NAT, then it will advertise a globally
routable network prefix and the host will then configure an
address to itself as described in the globalv6 draft [14].

The registration to the HIP enabled Internet Gateway is
done with the base exchange. As the base exchange may
carry many types of secure signaling, it may be possible to
combine AAA signaling with it for regulating Internet ac-
cess. The gateway then creates an entry to its database about
the MANET host. After registering, the MANET node may

setup sessions with Internet nodes.

The MANET node may register with multiple Internet
Gateways simultaneously and then announce all the differ-
ent addresses to the corresponding node via locator parame-
ter. Thus, the communication may go through any of the In-
ternet Gateways that the MANET node has registered with.
To make this possible, the MANET node has to inform the
corresponding node of these potential addresses and for se-
curity reasons, the reachability of the MANET node from
those addresses needs to be verified.

As the Internet Gateways are doing NAT to the packets
that pass through them, the MANET node does not neces-
sarily know the addresses through which it is reachable. In-
stead of informing corresponding node of new locators and
managing them itself, it gives the Internet Gateway an au-
thorization certificate, which authorizes the Internet Gate-
way to to do that on its behalf, thus delegating the right to
signaling to the Internet Gateway.

It then sends a session context to the gateways, which
contains information about current ongoing sessions and its
existing Rendezvous Services [4]. Using this information,
the Internet Gateway is able to inform the Rendezvous Ser-
vice and the corresponding nodes of a new locator. This
can be done using the HIP re-addressing protocol. The cor-
responding node can ascertain that the Internet Gateway has
the right to manage the locator by examining the delegation
certificate attached to the re-addressing message.

The locator contains the IP address of the gateway and
the IPSec SPI value to use for that destination. The corre-
sponding node verifies that the MANET node is reachable
at the new locator via the return routability mechanism in
the re-addressing signaling.

When each Internet Gateway has informed the corre-
sponding node of the new locator for the MANET node, the
corresponding node will have an entry list in its database for
that session containing the IP addresses, SPI values, port
numbers, the used Host Identity, the potential delegation
certificate, and security associations (SAs) to use for each
combination of source address and destination address. One
of the locators is marked as the preferred locator.

A single SA pair can be used for all the different locator
combinations as long as only one route is used at a time.
Simultaneously used routes need separate SAs to avoid vi-
olating the IPSec anti-replay window [3]. Using only one
SA may be preferable, as the maximum number of differ-
ent routes is the number of source node locators multiplied
by the number of destination node locators, which can be
relatively high in case when both nodes are mobile and not
each potential route (through any pair of locators) may end
up being used, even if each locator is used at some point.

The information that the MANET node (MN), the Cor-
responding Node (CN), and the GWs have after the initial
system setup is shown in Table 1. The table shows that both



Table 1. The information that MN, CN, and GWs have during communication session. All nodes use
this information to match the incoming packets and the GW uses the information it has to change
the src/dst addresses and SPI values in the packets.

DST SP1,.; SRC SPI;, Routing Header | Active Preferred

MN IPCN SPIIC\/;I‘/I‘Gl HITMN SPIg‘,{,Vl HITGW] yes yes

MN | IPon | SPIGY? | HITun | SPIMY, | HITow- yes no

CN IPyN | SPIEYY | IPowa SPIER, | - yes yes

CN | IPyn | SPISY? | IPcws SPISH, | - yes no

GW [ CN SPICY [ SPISN [ MN SPIMN SPIMN T Cert Active
GWI1 | IPcy | SPIGH, | SPISYY | HITyN | SPIZEY, SPIGT | C(MN,GW1) | yes
GW2 | IPcy | SPISH., | SPIEY? | HITyN | SPIXYN, SPISW? | C(MN,GW2) | yes

routes (GW1 and GW2) are currently active and the GW1 is
the currently preferred route to the MN. The SAs between
the MN and the GW and the SA key material have been
omitted from the table as there is no difference to typical
IPSec operation.

The MN has a SA with both Internet Gateways and with
the CN. Both table entries for the CN also contain the rout-
ing header information to be used and the key material. The
key material is the same for all routes between the MN and
the CN. The CN has the IP addresses and the SPI values for
both GWs, through which the MN can be reached. The GW
has a separate set of SPI values for packets going from it
to the CN and those going to the MN. Thus, the GW may
change both the addresses and the SPI values in the packet
passing through it.

When the route between MANET node and an Internet
Gateway breaks, the MANET node can switch to another
Internet Gateway and send the corresponding node a mes-
sage informing the new Internet Gateway (locator) as the
preferred route to itself. At the same time, the Internet Gate-
way that notices that it has lost its route to the MANET
node, will send a message to the correspondent node using
a new locator status field inactive.

The inactive status field indicates that the locator cannot
currently be used to reach the destination (but may be usable
again in near future). The new status field is intended pri-
marily for locators that reside somewhere else in the Inter-
net topology than the actual end point and need to forward
traffic to the actual destination. The inactive status means
that the locator cannot currently be used, but may become
usable again in the future. Inactive status means that the
correspondent node may keep the locaror and the SA asso-
ciated with it for future use, or may decide to remove them.

That way the corresponding node will know to stop us-
ing that locator. If the route between Internet Gateway
and MANET node is re-established, the gateway can send
a Readdressing message announcing the locator as active.

The optional test for return routability is not required, be-
cause the return routability test has already been done to
the locator, when it was first received. The purpose of re-
turn routability test is to protect against redirection attacks
in which the traffic is targeted toward a Denial of Service
target. The explicit authorization certificate for the signal-
ing ensures that the activation message can only be sent by
the node whose reachability from the location has already
been verified.

The described approach also works for the case, in
which both communicating nodes can be found in the same
MANET. In this case, both nodes also have an ad hoc rout-
ing identifier they can use for communications, i.e. a locator
through which they are directly reachable. Thus, the nodes
can have the direct route through the ad hoc network and
also other routes through the Internet. Having the additional
routes through the gateway helps, when the ad hoc network
splits. If both nodes still have a route to at least one Inter-
net Gateway, they can immediately switch their communi-
cations to go through the Internet Gateways.

5 Conclusions

We have presented a method for multi-homed Internet
access from ad hoc networks using Host Identity Protocol.
The solution is based on delegating limited signaling rights
to the Internet Gateways. By introducing the inactive state
to locators, a locator can be shut down and brought back up
with a single message to the correspondent node.

In addition, the proposed solution allows the ad hoc rout-
ing protocol to use cryptographically secure routing identi-
fiers, e.g. HITs instead of IP addresses, which should make
deployment of secure ad hoc routing protocols easier. This
can be achieved, because Host Identity Layer acts as the
new end-to-end layer and allows ad hoc network routing and
Internet routing to be kept in separate realms. The secure



registration between Internet Gateway and MANET node
via base exchange node makes it possible for the ISP to
identify and authorize hosts in ad hoc access network and
secure deployment of AAA services.

Global reachability from ad hoc networks can be
achieved with Host Identity Protocol with minimal changes
to the protocol, namely the support for mobility contexts
and delegation of signaling. Previous research has found
that route breakages are the main reason for poor perfor-
mance in ad hoc access networks and thus, the goal of this
work is to minimize the time it takes to have another route
up and ready for use. As the secondary routes are already
established before the breakage, they can be immediately
taken into use as one route fails.

In future, our purpose is to test the hypothesis that having
a multiple points of contact simultaneously affects commu-
nications performance by building a simulation implemen-
tation and comparing the performance of HIP based Internet
access to mobile IP based access using a network simulator.
Many parts of the protocol, e.g. the method to determine a
broken route between Internet Gateway and MANET node,
need to be decided in more detail.

A node would benefit from knowing more knowledge of
the condition in the possible paths between it and the cor-
responding node. Especially the security, bandwidth, delay,
jitter, and reliability of possible routes would be beneficial.
How to determine these conditions on a network path is an
interesting problem that we leave for future. It may also be
possible to leverage several paths simultaneously, if prob-
lems related to unsynchronized arrival of the packets can be
solved.
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ABSTRACT

In this paper, we describe the current status of the
Host Identity Protocol and discuss how it could be ap-
plied to tactical networks, including mobile ad hoc net-
works. The Host Identity Protocol (HIP) is a protocol
proposal at the IETF for separating the end-point iden-
tifier and locator nature of IP addresses. It introduces
a new name space, consisting of public cryptographic
keys, and uses these keys to identify hosts. All applica-
tions deal with the public keys instead of IP addresses;
with a backward compatibility layer, most current ap-
plications will continue to work unchanged. A new layer
in the kernel dynamically maps the public keys in out-
going packets into IP addresses, and vice versa for in-
coming packets.

INTRODUCTION

The term “tactical network” generally refers to a
communications network employed in a military set-
ting. There is increasing interest in using Internet-
based protocols as the foundation for future tactical
networks. While there are certain cost benefits to this
approach (equipment choices, lower training and oper-
ations costs), the generally available standard Internet
protocols may not satisfy the communications require-
ments of tactical networks in terms of security, mobility,
and protocol performance.

One concept common among Internet users is the no-
tion that their computer is identifiable by an IP address.
This has certainly been true for most users connected by
wires, via a single interface, to the network. However,
the situation becomes more complicated when a device
has more than one network interfaces. In a mobile set-
ting with possibly spotty radio performance, it may be
increasingly common for devices to use more than one
interface, to improve network availability. Moreover,
when a device moves around, it typically needs to ob-
tain a new IP address to conform to the locally-available
address prefix, since IP addresses are hierarchical and
aggregated by the prefix. Once devices have more than
one IP address, and once IP addresses become dynamic,
it becomes increasingly hard and less secure to rely on

and
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the assumptions that IP addresses have a static, one-
to-one mapping with a particular computer.

In this paper, we describe how the Host Identity Pro-
tocol (HIP) [7], a new architecture and protocol for IP-
based networks, may improve the situation for IP-based
tactical networks that are faced with these types of mo-
bility and multi-homing scenarios. In general, we sug-
gest that additional layers of abstraction between the
network layer and application layer can allow hosts to
better adapt to changing networking conditions. In this
paper, we only concentrate on a few aspects, namely
mobility, multi-access, and security, leaving consider-
ations such as congestion control and transitory con-
nectivity for future work.

The rest of this paper is organized as follows. First,
in the next Section, we briefly describe the problem
at hand. The following four Sections briefly describe
the HIP architecture and based exchange, HIP based
mobility and multi-homing, HIP based access control
and untraceability, and bridging IP addressing realms
with HIP. In the last two sections, we suggest how HIP
could be applied to tactical networks, and provide some
conclusions.

TACTICAL AD HOC NETWORKS

In general, NATO requirements suggest that tactical
networks should be

e designed for joint combined operations at the
battle field,

e casy to install and maintain within different net-
work scenarios, and

e backward connected to legacy WAN systems. [4]

Tactical networks consist of a combination of semi-
static, slowly moving, and rapidly moving devices.
There is a desire to secure the networks to pre-
vent eavesdropping, and typically multiple independ-
ent levels of security are provided. There are also some
conflicting desires on host identification. On one hand,
there is a desire to be able to identify computers in
the network in a manner that cannot be spoofed, for



the purposes of access controls and traffic prioritiza-
tion. On the other hand, there is a desire to prevent
eavesdroppers from discerning the whereabouts of the
important nodes. Therefore, the system must employ
strong identity authentication in combination with ob-
fuscation techniques.

Problems in current practice

There are several problems in current commercial In-
ternet technologies that need to be resolved. First, in
the current systems there is a strong tendency to use
IP addresses as endpoint identifiers, and make author-
ization decisions based on the IP addresses of the peers.
This clearly breaks down in both mobile environment,
and in multihoming environment (which is increasingly
of interest to tactical hosts who want path diversity),
and is basically difficult to deal with from a preplanning
or provisioning standpoint, because one cannot perform
dynamic address allocation.

Second, home-agent based solutions to mobility, such
as Mobile IP [11] and Mobile IPv6 [5], are fragile. In
fact, the return routability test required by the com-
mercial Mobile TP route optimization solutions brings
this fragility to route optimisation, as the home agent
needs to be reachable at least time to time. A more
direct authentication of hosts for mobility purposes is
desired.

Third, while it is desirable to allow IP address based
access control in order to support current system, it
would be desirable to provide access control based on
strong cryptography. Preferably, such a system not only
allows access control of hosts or servers, but also access
control as to who is even allowed to have a packet float-
ing around on a particular network segment.

Fourth, many of the current security protocols open
a direct venue for CPU exhaustion denial-of-service at-
tacks by sending in garbage.

Finally, there is the desire to limit the possibilities
for traffic analysis even by legitimate parties. Informa-
tion about the current IP addresses (and therefore the
location) of important units should not be visible to
parties that are not involved in direct communication
with them.

HOST IDENTITY PROTOCOL (HIP)

The Host Identity Protocol (HIP) [6, 7] separates
location and identity by defining a new Host Identity
namespace between the transport and internetworking
(IP) layers. Figure 1 provides a comparison between
the current and HIP architectures. In the current archi-
tecture IP addresses represent both location (for rout-
ing) and identity along with port numbers through
sockets (for processes).

The new HIP architecture is depicted on the right
side of the figure 1. The transport layer sockets are now

Initiator Responder
1: HIT, HITR
>
R1: HITg HIT, puzzle DHR PKg Sig
-
I2: HIT, HITg SPI, solution DH, {PK} Sig
>
R2: HITR HIT, SPIg Sig
-

Figure 2: HIP base exchange

named with separate host identities, which the Host
Identity layer translates to one or more IPv4 or IPv6
addresses. This binding between Host Identities and IP
addresses is simultaneously dynamic and one-to-many,
providing for mobility and multihoming, respectively.
Both of these features make IP level traffic analysis pro-
tection easier to achieve.

Each host generates one or more public/private key
pairs to provide identities for itself. The public keys act
as Host or End-Point Identifiers. A host can prove that
it corresponds to the Host Identity by signing some data
with the (non-disclosed) private key. All other parties
can use the Host Identity (a public key) to authenticate
the host.

A Host Identity Tag (HIT) is a 128-bit represent-
ation for a host identifier. It is created by taking a
cryptographic hash of the public key. There are two
advantages of using a hash over using the public key
as such. First, its fixed length makes protocol coding
easier. Second, it presents a consistent format for pro-
tocols, independent of the public key technology.

The introduction of new cryptographical end-point
identifiers clarifies the role of IP addresses. When
HIP is used, IP addresses become pure topological la-
bels, naming locations in the Internet. An end-point
may change its IP address without breaking connec-
tions. Thus, the relationship between location names
and identifiers becomes dynamic.

HIP base exchange

The Host Identity Protocol (HIP) [6] consists of
a two-round-trip, end-to-end Diffie-Hellman key ex-
change protocol (called base exchange), a mobility man-
agement protocol, and some additional messages. The
purpose of the HIP base exchange is to create assur-
ance that the peers indeed possess the private key cor-
responding their host identifiers. Additionally, the ex-
change creates a pair of IPSec Encapsulated Security
Payload (ESP) security associations (SAs), one in each
direction.
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Figure 1: The current Internetworking and the proposed new architectures

The base exchange consists of messages 11, R1, 12
and R2. The HIP base exchange is illustrated in Figure
2. Each HIP message consists of fixed fields, including
the HITs of an initiator and a responder, followed by a
number of variable length parameters. The first packet,
11, contains only the fixed header, i.e., the HITs. If the
initiator does not know the responder’s HIT, it may
leave that field empty. If so, the reponder is free to
select among any of its identities.

When the responder receives an I1 packet, it selects
a suitable R1 packet from a pool of precomputed mes-
sages. As DoS resistance has been one of the main
design goals in HIP, the responder maintains a pool of
pre-computed and signed R1 packets, allowing it to pick
a pre-computed message instead of constructing one.
To facilitate this, the initiator’s HIT is not included in
the R1 signature.

The R1 message contains a puzzle that the initiator
has to solve. The same message also initiates the Diffie-
Hellman exchange. It contains the responder’s host
identity public key, together with the Diffie-Hellman
public key and other Diffie-Hellman parameters. From
the traffic analysis point of view, it is important to no-
tice that the responder is not able to form the session
key before the 12 packet arrives. Therefore, the respon-
der’s host identity public key is currently transmitted
in clear.

Upon receiving R1, the initiator solves the puzzle,
computes a session key, and sends 12. 12 includes the
puzzle solution, Diffie-Hellman parameters, SPI, and
the initiator’s host identity public key. The host iden-

tity public key is encrypted using the session key.

The responder verifies that the puzzle is correctly
solved, creates the session key, authenticates the ini-
tiator, and creates session state. The final message,
R2, contains the responder’s SPI and a signature. The
signature allows the initiator to complete the authen-
tication procedure.

The HIP negotiation results in the parties having
an authenticated Diffie-Hellman secret, KEYy. The
HITs and the Diffie-Hellman secret are used to generate
key-material in the following way:

KEY: = SHALKEYpgHITgp,er M T ger! 1)
KEY, = SHALKEYpylKEY:[2)

KEY,, = SHALKEYpy|KEY,_1|n)

KM KEY/|KEYs|... KEY,

The actual keys, used in encryption and integrity
protection, are derivered serially from this key-material.
It is important to notice that both of the peers must
know both the HITs and the shared Diffie-Hellman
secret before they become able to encrypt or decrypt
anything. Since the HITs are sent as plain text in the
base exchange messages, this is not a problem in the
current HIP protocol. However, in [15] it is shown how
to blind the HITSs; see also the Section on Untraceabil-
ity. The blinding could play an essential role in traffic
analysis protection.

New semantics for IPSec

It is important to notice that HIP does not change

the IP or IPsec packet structure. However, it modifies



the details of packet handling within the end-nodes. On
the other hand, at the logical level, the new name space
imposes changes to the logical packet structure. That is,
each packet must logically include both the end-point
identifiers and IP addresses of the sender and recipient.
However, when IPsec is used, the Security Parameter
Index (SPI) values can be used as indices for end-point
identifiers, resulting in packets that are syntactically
identical to those used today.

Since the packets are integrity protected with ESP,
the recipient is always able to verify that a received
packet was sent by the peer, no matter what the source
and destination addresses are. Thus, by binding the
IPsec security associations to public keys instead of IP
addresses, the destination address becomes purely rout-
ing information. Only during the base exchange, when
the hosts have not authenticated each other, and dur-
ing re-addressing, does the source address play a sub-
stantial role. Once the peer hosts have secure bindings
between the public keys and IP addresses, the source
address is no more needed by the hosts, and its function
reduces to carrying information about the topological
path the packet has taken [2].

MULTI-ADDRESSING AND MOBILITY

Once the HIP base exchange has been completed and
the security associations are in place, the end-points can
inform their peers about the interfaces they have and
the current IP addresses assigned to the interfaces. This
is useful, when a host has either multiple addresses, or
when a host has moved into a new location and received
a new IP address. The mechanism is defined in the HIP
re-addressing protocol [9]. The protocol proposal con-
sists of Re-address (REA) and New SPI (NES) packets.

With a REA packet, the mobile node informs its peer
about its IP addresses. The peer optionally responses
with a NES packet, containing a new SPI, that is used
to verify that the mobile node is indeed in the claimed
location. The third message, ESP to the new SPI, acts
as a response to the NES. The purpose of the NES/ESP
message pair is to prevent legitimate mobile nodes from
inducing flooding attacks. The NES/ESP check is op-
tional based on the level of mutual trust in the network.

The REA packet contains information about inter-
faces and corresponding IP addresses. It includes a
signature. The optional NES packet is used to imple-
ment a reachability test procedure for each IP address
(corresponding to the Return Routability (RR) test in
Mobile IPv6). Each end-point has complete freedom to
select which interfaces and IP addresses to announce to
the peer. All that the peer needs to know is that the
announcing end-point is indeed reachable through the
claimed IP addresses. Note that the above approach
allows hosts to move around, change IP addresses, and

MN CN
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-

Figure 3: HIP mobility exchange

have multiple active IP addresses, without inhibiting
the ability of peer hosts to authenticate to whom they
are talking.

HOST IDENTIFIERS, ACCESS CONTROL,
AND UNTRACEABILITY

Host Identities are not present in every data packet,
and the data packets are merely integrity protected, not
authenticated. It is likely too burdensome from a com-
putational standpoint to sign every data packet. Never-
theless, there exists a mechanism whereby firewalls and
other devices that perform access control can authen-
ticate data flows and regulate which flows (and thereby
which hosts) are allowed to access a particular network
segment.

The key to this approach is to construct HIP-aware
firewalls that observe the HIP base exchange and re-
addressing exchanges. These HIP exchanges have been
explicitly designed to allow firewalls and other middle-
boxes to observe the required fields. These firewalls can
authenticate the (signed) HIP control packets, and then
observe which IP addresses and SPIs the protocol ne-
gotiates to include. Thereafter, the addresses and SPIs
serve as a proxy for the HITs in the subsequent data
packets. This approach is much more flexible than re-
lying on IP addresses for access controls, as is typically
done, although since the HIT name space is flat, there
is no opportunity to aggregate hosts behind a single
prefix.

In [15], Ylitalo et. al. introduce a technique called
BLIND where the real identity of HIP hosts can be com-
pletely hidden from eavesdroppers while still retaining
the identity authentication properties of the protocol.
The idea is based on using temporary, obfuscated Host
Identity Tags (HITs) in the place of the permanent,
well known ones. Since the goal is to make the tempor-
ary HIT's non-sensible to eavesdroppers, any nodes that
need to be able to detect the real identity of the com-
municating nodes must be preconfigured with the iden-



tities of the potential peer hosts. While this may be a
problem in a commercial open network, this is typically
not a problem for firewalls or end-nodes in a military
setting, where the identities must be preconfigured any-
way. The temporary HITs can be changed into different
ones whenever a host moves, making tracking virtually
impossible.

The basic idea in [15] is to replace the real HITs
with a hash of the real HIT and a random nonce. The
resulting temporary HIT and the nonce are carried in
the initial protocol messages. All nodes that have the
real HIT in their possession can find it by a simple
iterative search, while nodes that do not possess the real
HIT face a computationally impossible problem. For
nodes configured with a large number of potential HIT's,
the initial packets can carry a hint, thereby reducing the
required search time.

In summary, when the BLIND approach is used, it
is possible to achieve the conflicting goals of strong,
cryptographic identity authentication while protecting
the identities from eavesdropping outsiders.

HOST IDENTIFIERS, NAT, AND
EPHEMERAL IP ADDRESSES

The purpose of network address translation (NAT)
is to bridge different IP addressing domains. The most
common need for NAT is the use of private IP address
space (because of a shortage of IPv4 addresses), but
there are also other motivations, like address stabil-
ity. Basically, any NAT approach makes it possible
for a middle box to change the IP addresses of in a
packet without breaking end-to-end communications.
In standard NAT today, the transport layer identifiers,
i.e., (IP-address, port) pairs, are used as static identifi-
ers. However, this is problematic because the transport
level identifiers (IP address, port) and network layer
addresses (IP address) are smeared together.

When location names and host identifiers are separ-
ated, as is done in HIP, the new global name space can
be used for static transport layer identifiers. As a res-
ult, there are several advantages for using Host Identity
name space with NAT. First, a NAT device can eas-
ily identify connections using the Host Identities. This
means that it becomes possible to inititate connections
through a NAT device in both directions!. Second, the
introduction of a name space allows IP address changes
even between IPv4 and IPv6, because higher level pro-
tocols use Host Identities rather than IP addresses.

A HIP enabled NAT device translates IP addresses,
using the HITs as identifiers for the connection state.
However, the HITs are not present in the regular traffic

!This requires that the NAT device is able to map the HIT to
a private IP address. This is likely to be the typical case when
HIP is used with NAT.

packets between two HIP hosts. Instead, the IPsec SPI
is used as an index to the NAT state. If it uniquely
identifies the state, as can be fairly easily arranged it
may take the place of HITs for handling regular data
packets. However, since there may be several HITs be-
hing a single public IP address, the NAT device must
learn the SPI values during the initial HIP base ex-
change, or during mobility signaling. Using 32-bit SPI
values instead of 16-bit port numbers also increases the
number of connections that can be maintained using a
single TP address.

In [14], Ylitalo et. al. propose a new NAT concept
called SPINAT: SPI multiplexed NAT. It works in the
same way as a regular NAT-PT but uses SPI numbers
instead of port numbers. A SPINAT device learns the
SPIs and HITs by inspecting HIP base exchange and /or
HIP mobility signaling. It can do this securely as there
are signatures present in the packets. If a given SPI
value is already in use, the SPINAT device may se-
curely replace it with a unique one. Alternatively, if it
has multiple public IP addresses, it can assign conflict-
ing SPIs on different public IP addresses, and use the
(address, SPI) pair as an index to the translation state.

The SPINAT technique does not require any tunnel-
ing headers. The advantage in packet size compared to
the current Mobile IP based solution is substantial.

If we compare the HIP based NAT mechanism to
routing, there are some similarities. A HIP based NAT
device changes IP addresses while using the upper layer
state as an index, just like a router changes link layer
addresses using the IP address as an index. The dif-
ference is in how the state is created: in the case of IP
layer routing, the forwarding state is created as a result
of running routing protocols, while in HIP “routing”
the state is created by inspecting HIP control packets.

HIP IN TACTICAL ENVIRONMENTS

To utilize HIP in tactical environments, we propose
an approach based on the following principles.

e Utilize HITs as host identifiers, allowing usage of
current IP address based access control mechan-
isms with strong security controls. To prevent loc-
ation tracking, combine this with the BLIND ap-
proach [15].

e Use a public key infrastructure (PKI) for identit-
ies that can divide participants of the network into
different trustworthiness classes (for example, our
own troops of different kind, allies, and neutrals
who need to access different parts of our network).
Such a PKI must support fast revocation, must be
decentralized, and must tolerate network partition.
While leaving the design of such a PKI for future



work, we envision that it could be based on a par-
titioning tolerant Distributed Hash Table (DHT)
design.

e Use HIT based IPv6-like ad hoc routing in small
networks and within a single cluster, solving the ad
hoc network addressing and Duplicate Address De-
tection (DAD) problems. In larger and more stable
networks traditional IPv4 and IPv6 addressing and
routing can be used.

e Use the SPINAT approach [14] to pass packets
between addressing domains. In this context, an
addressing domain may be an ad hoc network (us-
ing HITs as addresses), a cluster in a larger ad hoc
network, or any other independently managed net-
work. This allows HIT based ad hoc domains and
more traditional IP address based domains to be
combined.

e Use the signalling delegation approach by Nikander
et. al. [8] to reduce mobility signalling within an
addressing domain.

While the details of the approach need more work,
especially in the PKI area, the foundation appears to
be solid. Using HITs as host identifiers has been shown
to work [10]. Using HITs instead of IP addresses in
an ad hoc network is straightforward as the typical
ad hoc routing protocols assume pre-defined, unstruc-
tured, stable address space [12]. The SPINAT approach
is very similar to the IPNL approach [3] by Francis
et. al. while using ESP for tunneling and HIP for soft
state management in the middle boxes. Finally, the
signalling delegation approach [8] is a straightforward
application of the more generic trust management ap-
proaches, including SDSI/SPKI and KeyNote2 [1].

The approach is demonstrably less fragile than Mo-
bile IP [10]. In particular, no fixed home agents are
needed. To facilitate fast movement and to solve the
simultaneous movement problem, a Forwarding agent
can be used to keep track the current IP addresses of
a mobile host [10]. As discussed recently at the 59th
IETF meeting [13], basically any node can act as a for-
warding agent for other nodes that it has a connection
with. This can act as a starting point for designing a
robust rendezvous infrastructure that works well even
under network partitioning and intermittend connectiv-

1ty.

CONCLUSIONS
The Host Identity Protocol (HIP) is a promising
new protocol proposal currently under discussion at the
IETF. Additionally, a number of research projects are
considering HIP as an architectural component. There

Table 1: HIP implementations

Boeing Phantom Works Linux
Ericsson Research Nomadiclab FreeBSD 0OSS
Helsinki University of Technology Linux 0SS
Indranet technologies Python  OSS
Sun Research Grenoble Solaris

are currently five publicly known implementations of
the HIP base protocol, three of which are distributed
under open source or compatible licenses (OSS); see
Table 1.

In summary, it can be seen that HIP can solve the
problems identified above, namely:

e host identifiers can be used with strong security
guarantees instead of IP addresses, thereby allow-
ing IP addresses to change over time without dis-
rupting communications;

e notifying a peer of an IP address change due to mo-
bility can be done directly with no communications
through a home network;

e HIP allows firewalls to cryptographically authen-
ticate which hosts have packets on a given network
segment;

e HIP has been designed to minimize vectors for
denial-of-service attacks;

e since intermediary routers and firewalls can change
the IP addresses, tracking IP addresses brings rel-
atively little benefit to an eavesdropper. The focus
is moved to end-point-identifiers, such as public
keys and HITs; and

e extensions to HIP should allow hosts to protect
their identities from eavesdroppers while still au-
thenticating themselves to each other.
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Abstract only switch from one cluster to another in order to mini-
mize intra-cluster routing and maintenance costs. Avaidin
Hierarchical, cluster-based routing greatly reduces rout  cluster changes helps stabilize routing by cluster hops in
ing table sizes compared to host-based routing, while reduc comparison to routing based on individual links.
ing path efficiency by at most a constant factor [9]. More
importantly, the amount of routing related signalling fiaf
is reduced [7, 11, 19]. On the other hand, address changes It is common for many clustering algorithm proposals
caused by nodes changing their cluster produces addresghat nodes are at most two hops away from the members of
management traffic. In this paper, we present a new lo- their corresponding clusters [2, 4, 5, 6, 12]. Methods diffe
cal clustering method that produces dense and stable clus-for example in the usage of cluster heads and possible clus-
ters, thereby minimizing address changes and allowing bet-ter overlaps. Ohta et al. [16] propose a clustering algorith
ter and more stable network conditions for ad hoc routing. similar to the one presented in this paper, where the clus-
ters are chosen from neighboring ones, bounding the size
of each cluster. Our contribution is in choosing the cluster
based on a particular method for local graph clustering that
helps achieve dense clusters [18]. Our clustering protocol
does not impose explicit constraints on the cluster diamete
and hence the intra-cluster hop counts are not limited. The
When clustering is introduced to an ad hoc routing sys- goal is to produce such a clustering where topology changes
tem, locally computable clustering is a necessity in order to are concentrateidsideclusters and changes in inter-cluster
avoid generation of excess control traffic. In the ideal case connectivity are avoided.
each arriving node is able to determine the appropriate clus
ter simply by consulting its immediate neighbors, who will
not need to communicate further to determine the best clus- We aim at clusters with high local density and only few
ter. Proposals for and analysis of cluster-based routing inlinks to the rest of the network desirable as they simplify
dynamic networks include [10, 19]. the routing task. Link state algorithms, such asse [3],
Within a clustered network, routing can be divided into require dense and relatively small networks in order to be
two subproblems: finding a route of clusters to the destina-efficient [17] and perform well for intra-cluster routingtWi
tion node and finding a route within each cluster either to dense and stable clusters. Inter-cluster routing, on ther oth
the next cluster or to the destination node within the cluste hand, may well use on-demand routing protocols that con-
If two previously disconnected clusters become connectedstruct routes based on cluster hops and gain the advantage
or vice versa, the inter-cluster routing is affected. Desir of more stable routes, as the clustering hides many route-
ably inter-cluster connectivity changes are rare and nodesbreaking topology changes that occur within single clisster

1 Introduction



2 Cluster fitness

In this paper, we model ad hoc networks as dynamic
graphs, consisting of nodes and edges (bidirectional)inks
The focus is on the clustering protocol. We use a graph-
theoretical fitness measure [18] to locally select the elust
of an arriving node. We adopt the following notation to de-
fine the fitness measure used: in a graph= (V. E), a
cluster candidate is a set of nodésC V, and the set of
edges of the subgraph induced &Yis E. = {(m,n) €
E | m,n € C}. Thesizeof the cluster is the number of
nodes included in the cluster, denoted|by. The (local)
densitys, (C) of a clusterC is | E..| /('S!) for clusters with
more than one node and zero otherwise. The density of the
entire graphv (G) is simply || /('}). Clusters for which
d¢ (C) > § (G) can be considered good. Thedative den-
sity d, (C') [14] is defined in terms of thenternal degree
deg;; (C) = |E.| andexternal degree

Figure 1. Stationary nodes with fixed range
have been added one by one, with existing
nodes updating their clusters (indicated with

colors) after the newcomer selects a cluster.

Cluster heads have a black border. On the
right, a more anomalous network structure.

1) singleton cluster and becomes its cluster head. This allows
the clustering to initialize in a distributed fashion.

of a cluster candidat€ as the fraction of the internal degree ~ If replies do arrive within a beacon frame, the node
of the total number of edges incident on the cluster. It is chooses among the neighboring clusters by optimizing the
commonly acknowledged that a good graph cluster shouldchange in cluster fitness, choosing the cluster for which its
have many edges connecting the included nodes to eacHoin would cause the highestincrease (or smallest decrease
other, and as few as possible connecting the cluster to thel he node declares its selection by broadcastingasTer

rest of the graph, and hence, high relative density [8, 14]. JOIN message containing the cluster identifier of the cho-
We want each node to be connected to each member of theifen cluster. Upon the creation of a singleton cluster, the
cluster by at least one pattithin the cluster, preferably di- node sends aWSTER JOIN message containing the clus-
rectly linking to many cluster members, and linking to only ter identifier it chose.

few nodes outside its cluster. The first criterion is fulfille The Q.USTER REQUEST and Q.USTER REPLY mes-

if only connected subgraphs are considered as cluster cansages are then used periodically to maintain up-to-date
didates. We choose to optimize the product of the relative N€ighborhood information and to make decisions of leav-
and local densities to achieve clusters that fulfill the othe ing and joining clusters. Generally, a node only performs a

dege i (C) =|{(m,n) e E|meC,neV\C}

two criteria: cluster switch (through a join operation) when igisality-
) increasing a node executing the cluster-selection protocol
fate) 2 degin: (C) ) switches from its current clustér; to another cluste€ if

B IC|(|C] — 1)(degjn; (C) + degey; (C)) the sum of the cluster fitness€sandC grows as switches

With t to thi d cluster is both d fromC; to C.
ith respect to this measure, a good cluster is both dense | - yition. we impose upper and lower bounds on the

and “mftrovert”, andthe comb!ngtlpn aqus counterinugti . e sizes so that nodes primarily choose clusters tkat a
cIust(_erlngs produced by optimizing either one of the two within the bounds. If there are no such neighboring clusters
density measures alone. a node prefers clusters below the lower bound, and in their
absence, then will create a new cluster. No node may join a
cluster whose size is at or above the upper bound.

A node stays in the same cluster until it either announces

The clustering algorithm initiates, e.g. after the node firs a join to another cluster or the cluster splits. The periodic
wakes up, by probing the neighborhood with aUSTER cluster request and subsequent cluster join messages are
REQUESTmMessage to which all neighboring nodes respond the basic cluster maintenance mechanisms. We utilize the
with a CLUSTER REPLY. The response message consists cluster-head status of a node in coping with cluster splits
of the node identifier, cluster identifier and three integers and having the cluster heads periodically broadcast keep-

3 Clustering protocol

the number of nodes in the clustér|, the internal degree
deg;, (C) of the cluster, and the external degrkeg,,; (C)

alive messages that are flooded only within the respective
clusters. The lack of a keep-alive message indicates to a

of the cluster. If no responses arrive, the node creates anode that it has disconnected from its cluster head and it
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Figure 2. Differences in |C| (left), deg;, (C) (middle), and deg., (C) (right) over a set of N = 10 runs
of D = 250 seconds. Each line relates to a single run. The upper plots sh ow the average differ-

ence Avg, = 100 % 1/30 Z:’gl W over time, for p € {size,in,out }, and the lower plots the

corresponding deviation. ’

must reinitiate the cluster selection protocol. the clustering, as well as the frequency with which updated
information is propagated in the network.

We traced a set afs- 2 runs and computed at each time
step the true values of the above measures and compared
those to the “belief” of each node, calculating the distance

We sketched a small-scale simulator to visualize clus- jn percentage of the real value. Formally, in every instdnt o
terings [20] (examples shown in Figure 1). We also built time, every node belongs to a precise clusték(i). This
anns- 2 implementation [13] of the algorithm for larger  cjuster has its ordersi,|C'(i)], its internal degre&[C(i)]
scale experiments. Our experiments with simulation tools and its external degrdé,{C (i)]; they are the actual values.
are promising: the clusters achieve a proper sense of lo- jkewise, at every instant of time, each nodeholds its
palit_y in space and their structure corresponds well to the estimated values respectively Bsye(i), Ein (i), Eou(i)-
intuitive global c-Iusten-ngs of the network. Figure 2 shows that the estimate for cluster size does
~Inthens- 2 simulations, we used networks of 30 nodes 4t diverge over time and the internal degree often “re-
in a one square-kilometer area. The minimum cluster ordergiores” the correct value, but the estimates for the externa
was set to five and the maximum to eight nodes; the S|mula-degree remain far from the true value. However, we seem
tor was very slow for larger networks. Each node probed its 14 achieve a practical clustering even with the problems in

neighborhood, with a range of 250 meters, on five-secondgetermining the external degree. With additional control
intervals and the cluster heads broadcasted a status reessag, erhead. the accuracy could be improved.

for intra-cluster flooding on five-second intervals.

4 Experiments

One reason for the problematic estimation of the external
degree is that in cluster splits, there is a risk that thei-orig
4.1 Effects of outdated information nal cluster will not notice the departure of some nodes. In
situations where splits are frequent and the departingsiode

Observing the behavior of the clustering method on the Will often become completely detached from the old cluster,
simulators, it also seems feasible to approximate the fitnes NOt even remaining in the neighborhood, the cluster heads
function using estimates o€|, deg;, (C') anddegg, (C). should send out time-stamped beacon messages contain-
Such “lazy updates” would allow for a more relaxed control ing the cluster member list that are propagated by broad-
traffic within the cluster, as not all nodes need to be imme- cast within the respective clusters, and the member nodes
diately aware of newcomers, departing nodes, or changegespond (through a broadcast tree formed by the order in
in edges. The effects of outdated information can be de-Which the nodes received the beacon message from each
duced from the fitness function (Equation 2); the magnitude other) by stating which of those members are currently their
of the difference between the actual value, and the assumpheighbors and how many other neighbors they have.
tion made at a single node depends on the rate of change in Such a mechanism allows for the entire cluster to main-
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Figure 3. The difference of the average local density and the global density, cluster order, and cluster
fithess averaged over the set of clusters for each time step in {0,2,4,...,600} (average over the 10
runs drawn thick).

tain a more up-to-date view on the cluster topology. The 4.2 Cluster quality
cluster head should not send out a new beacon before it
receives the replies to the previous ones; the waiting time  We studied the quality of the clusterings produced by a
should be reset upon the arrival of a reply and the com- series ofns- 2 simulations, studying cluster density, fit-
putation of the current values should only be done after aness, and stability as the main indicators. We Man=
timeout occurs with no further reply arrivals. If however 10 simulations with 30 nodes. The mobility models uti-
the cluster head receives a replyer the timeout, it should  lized were reference-point group mobility (GM) model with
increase the waiting time for the next beacon round. A nodes moving in small groups, random direction (RD)
mechanism for reducing the time if all replies arrive quickl  model, random walk model (RW), and random way-point
could also be included. Note that by adding a hop counter(Rwp) model [1, 15].
to the beacon messages, incremented by each forwarding In all our scenarios the nodes move with speed uniformly
node, nodes can include the value of the counter upon theidistributed in [0, 15] m/s after an initial period of0, 5]
first reception of the message to their replies and thus in-seconds. In GM, each individual node moves as WPR
form the cluster head of their “effective” distance from the but within a restricted area of 20Grsurrounding the group
cluster head; this information could also be used to adjustimaginary reference point, while reference points alsoenov
the waiting time at the cluster head. as in Rvp, but within the whole simulation area. For RW,

nodes change direction on one-second intervals.

We report averages, and variations of some measured in-

As descrlped above, cluster format|0r1 is based on an X-yicators: formally, we denote the average of a sétedlues
change of simple messages that contain the cluster identi-

k 1 k L
fier and three integers: the size of the existing cluster, the{y%’m’ -y} aSAvelyly = ¢ 201 i, and the variation
internal degree of the cluster, and the external degreesof th ~ 5
cluster. If a link state routing protocol is used within the . Zle (Avg [yi]’f — yi)
cluster, the nodes can use link state information to produce olyily = 2 3
the current values, and do not need to exchange any extra o
messages for intra-cluster information. Using these figure Where,k denotes the cluster count at a certain time step,
together with information about the new or deleted edges,@"d ¥: = m(Ci) is an instantaneous measure (concern-
each node under consideration is able to estimate the clusind the clusterC;) for a certain metricn. With regard
ter quality for each cluster candidate. tq our cIusterm_g algorithm, we con§|_dered particularly sig

nificant to monitor the overall conditions (average over all

clusters) in terms of density, order and fithess. Hence, the

For moderately sized clusters (at most 256 nodes) andmetrics measured over a period Bf = 600 seconds were

64-bit cluster identifiers, all of the required information the following, with a measurement taken for each time step
can be fit into 16 bytes. This could be included in exist- ¢ € {0,2,4,...,600}: the local density of the clusters ver-
ing link-layer frames, IP layer address resolution, ne@hb  sus the density of the grafh, (C;) — d (G)), the cluster
discovery messages, routing messages, or in Wireless L  ordetC;|, and the cluster fitnes(C;). For the density dif-
beacon frames. ference, the range is-1, 1] and a positive value indicates




Table 1. Measures of graph (Equation 4) and cluster stabilit  y (Equation 5) for the mobility models
(MM), averaged over N = 10 experiments of duration D = 600 seconds.

MM | B/D Bw/D | /D Ew/D | T/D  Tm/D I} F S| 7.8
GM 1.53 0.25| 1.55 021] 3.08 0.46| 003 001 0.04 77
RD 1.04 0.43| 1.06 0.20| 210 0.63| 010 008 018 227
RW 1.13 0.47 1.15 0.42 2.28 0.90| 0.04 0.02 0.07 89
Rwp 1.50 0.59 1.51 0.26 3.01 0.86 | 0.09 0.07 0.16 289

that dense subgraphs have been selected as clusters; if the The results in Table 1 show that group mobility model
value is close to one, almost all links present in the graphand random walk show have the most stable clustering
are internal to some cluster. For the cluster order the rangestructure of the four, although the reasons differ. Random
is [0,8], its value over time it is a first indicator of cluster walk creates mainly local movements, which means that the
stability as stable clusters must have few fluctuations. Theoverall topology of the graph will tend to stay the same with
fitness varies irf0, 1] with values close to one indicating small variations. It has as low rate of topology changes
optimal clusters. as random direction, but causes much less changes in the
The results are shown in Figure 3; results for RD, and clustering structure. This is due to the local movements
RW mobility models were similar and omitted. All mobil- of nodes in random walk vs. global movements of nodes
ity models produced clusters with much higher local den- in random direction. Group mobility model creates global
sity than the density of the entire graph. Unexpectedly, movements, but with certain groups of nodes staying close
the group mobility model produced large clusters with very to each other. This causes a high rate of changes in the
high density, whereas group mobility scenario had consis-topology, but low rate of changes in the clustering. The
tently much better fitness than in other mobility models. random-direction model also produces global movements.
Both random way-point and random direction acted simi-  We experienced very few clusters splits and changes in

larly, producing small, but dense clusters. general. Overall, the rate of changes in clustering is small
Group mobility and random walk cause changes in cluster-
4.3 Cluster stability ing in 4% and 6% of the cases where topology changes and

random direction and random way-point models in 16% and
We also studied thetability of the graph and cluster  18% respectively.

topologies (results are shown in Table 1), recording the tot
amount of link breakage8; and new link establishmengs
and the average topology change rateD by considering

the graph variations occurred per second in experiment . .
ic {gl 2p NY: P pernm We introduced a new local measure for clustering qual-

ity, and outlined a simple protocol for local cluster manage

B=Avg[B]Y,€=Avgl&])Y, T=B+& (4  ment The simulations show that the clustering algorithm is
capable of creating a clustering structure, which hidesmos
of the topology changes within the network and thus mak-
ing inter-cluster routing task easier. The algorithm isaap

ble of capturing the structure that may exist in the move-
ments of nodes. This is especially marked by the group
mobility model having the highest rate of topology change,
while having least changes in clustering both per topology

5 Conclusions

We additionally recorded the number of topology changes
that wereinternal to clusters, denoting these B, Eint,

and Ty, respectivelyt. Cluster stability was measured by
the number of cluster changes, distinguishing between two
categories:Q; is the number of quality-increasing cluster
switches andF; is the number of switches due to a cluster

split change and per unit of time. The algorithm also managed to
- 9, 1V . PR R form clusters with high local density, allowing us to parti-
Q= Avg |:Bi i gi]  F=Avg |:Bi T 51_] () tion the network into smaller subnetworks which are easily

o o managed by proactive routing algorithms such as®)[3]
We denotes = Q+F; note thatad is the average number  that are designed especially for dense networks with small
of topology changess - 7 is the average amount of cluster diameter.
changes in a single simulation run. As future work we plan to study how the proposed clus-

Linter-cluster topology changes could be deduced as aetiterbe-  t€ring algorithm could be used to further optimize routing
tween7 and Ty and address management. On top of a base-layer cluster-




ing,

we could form a hierarchy of clusterings with a very

similar cluster-formation protocol, relying on routingeth
higher-level cluster requests to the cluster heads. Such a

layering would however introduce additional duties to the

cluster heads, but is an interesting area for further work.

Acknowledgments

The first author was supported by the Academy of Finland (un-
der grants 202205 and 206235), the Nokia Foundation, and the

Rotary Foundation.

References

(1]

(2]

(3]

(4]

(5]

(6]

(7]

(8]
(9]

(10]

(11]

(12]

(13]

T. Camp, J. Boleng, and V. A. Davies. A survey of mobility
models for ad hoc network researdiWireless Communica-
tion and Mobile Computing?(5):483-502, Sept. 2002.
C.-C. Chiang, H.-K. Wu, W. Liu, and M. Gerla. Routing
in clustered multihop, mobile wireless networks with faglin
channel. InProceedings Of IEEE SICON'9pages 197—
211, Apr. 1997.

T. H. Clausen and P. Jacquet. Optimized link state rgutin
protocol OLSR). Technical Report Rc 3626, Internet En-
gineering Task Force, Reston, VASW, 2003.

A. Ephremides, J. E. Wieselthier, and D. Baker. A design
concept for reliable mobile radio networks with frequency
hopping signaling. Proceedings of the IEEE, 75:56—73,
Jan. 1987.

M. Gerla and J. T.-C. Tsai. Multicluster, mobile multidia
radio network. ACM-Baltzer Journal of Wireless Networks
1:255-265, 1995.

T.-C. Hou and T.-J. Tsai. An access-based clusteringopro
col for multihop wireless ad hoc network€EE Journal on
Selected Areas in Communicatiori®(7):1201-1210, July
2001.

F. Kamoun and L. Kleinrock. Stochastic performance eval
uation of hierarchical routing for large networkSomputer
Networks 3:337-353, Nov. 1979.

J. M. Kleinberg and S. Lawrence. The structure of the web.
Science294(5548):1849-1850, Nov. 2001.

L. Kleinrock and F. Kamoun. Hierarchical routing for ¢gr
networks: Performance evaluation and optimizati@om-
puter Networks1(3):155-174, 1977.

P. Krishna, N. H. Vaidya, M. Chatterjee, and D. K. Prad-
han. A cluster-based approach for routing in dynamic net-
works. AcM SiIccomm Computer Communication Review
27(2):49-64, Apr. 1997.

G. S. Lauer. Hierarchical routing design feURAN. In
Proceedings of théeeE International Conference on Com-
munications (cc), pages 93-102, Los Alamitos, CA,S4,
1986. EEe Computer Society Press.

C. Lin and M. Gerla. Adaptive clustering for mobile wiess
networks. IEEE Jour. Selected Areas in Communications
15(7):1265-1275, Sep 1997.

S. McCanne, S. Floyd, K. Fall, and K. Varadhan. The net-
work simulatorns- 2. The VINT project,ht t p: / / www.

i si . edu/ nsnam ns/.

[14] M. Mihail, C. Gkantsidis, A. Saberi, and E. Zegura. Oe th

] J. Nuevo.

[16]

[17]

(18]

[19]

[20]

semantics of Internet topologies. Technical Repant-GC-
02-07, College of Computing, Georgia Institute of Technol-
ogy, Atlanta, GA, WA, 2002.

Mobility generator program for NS-2,
2002. http://externe.inrs-ent.uquebec. ca/
user s/ nuevo/ NSnobgener at or. ht m

T. Ohta, S. Inoue, and Y. Kakuda. An adaptive multihop
clustering scheme for highly mobile ad hoc networks. In
The Sixth International Symposium on Autonomous Decen-
tralized Systems (ISADS’Q3)ages 293-300, Apr 2003.

C. A. Santivanez, R. Ramanathan, and |. Stavrakakik-Ma
ing link-state routing scale for ad hoc networks Piroceed-
ings of the SecondcM™ international symposium on Mobile
ad hoc networking & computingpages 22-32, Long Beach,
CA, Usa, 2001. AcM Press.

S. E. Schaeffer. Stochastic local clustering for massi
graphs. In T. B. Ho, D. Cheung, and H. Liu, editoPsp-
ceedings of the Ninth Pacific-Asia Conference on Knowledge
Discovery and Data MiningRAKDD-05), volume 3518 of
Lecture Notes in Computer Scienpages 354-360, Berlin
Heidelberg, Germany, 2005. Springer-Verlag GmbH.

J. Sucec and I. Marsic. Clustering overhead for hidviarc
cal routing in mobile ad hoc networks. IRroceedings
of the Twenty-first Annual Joint Conference of theee
Computer and Communications Societieslume 3, pages
1698-1706, Los Alamitos, CA, §h, 2002. EEe Computer
Society Press.

S. E. Virtanen and P. Nikander. Local clustering forrare
chical ad hoc networks. IRroceedings of WiOpt'04: Mod-
eling and Optimization in Mobile, Ad Hoc and Wireless Net-
works pages 404-405, Los Alamitos, CAsld, 2004. EEE
Computer Society.



Requirements for a security architecture for
clustered ad-hoc networks

Licentiate’s Thesis

M.Sc Maarit Hietalahti

Helsinki University of Technology Teknillinen korkeakaoul
Department of Computer Science and Tietotekniikan osasto
Engineering

Laboratory for Theoretical Tietojenkasittelyteorian

Computer Science laboratorio
Espoo 2007

HELSINKI UNIVERSITY OF ABSTRACT OF
TECHNOLOGY LICENTIATE'S THESIS
Author: M.Sc Maarit Hietalahti

Name of thesis:
Requirements for a security architecture for clustereti@networks

Date: 11. August, 2007 Pages:4 + 69

Department: Department of Computer Science Chair: Tik-79
and Engineering

Supervisor: Professor Kaisa Nyberg
Instructor: Dr. Pekka Nikander

Mobile wireless ad-hoc networks are generally thought tasigi of only tens or a
most a few hundreds of nodes, as their management becorfiesltifith growing
network size. However, real-life networks often have ralthierarchical structures g
clusterings. Such structures can be used to make the masagefivery large ad-ho
networks a feasible task.

In self-organized wireless ad-hoc networks, the nodescizate in the routing oper;
ations and there is no pre-existing infrastructure suppgrouting or other network
operations. This creates security issues that do not exisbmventional fixed net
works. It is justified to ask why nodes should spend their gyném relaying other|
nodes’ messages, or how would messages reach their diestirgltably and in time.

This licentiate’s thesis concentrates on the securityirements pertinent to a clus
tered ad-hoc network architecture. New problem areas damséhe nature of ad-ho
networks, like routing security and the difficulty of indngi cooperation, are studig
together with the traditional issues of authentication arftipipants and creating key
for secure communication. A large literature survey coveuing attacks and secu
routing protocols, cooperation mechanisms, authenticagublic key managemen|
group key management, clustering methods, and clusterithggprotocols in ad-ho
networks.

In the end, some requirements and suggestions for a secistereld architecture ar
drawn on the basis of the existing solutions and their appliity to clustered net
work.

Keywords: hierarchical ad-hoc networks, security
Language: English

o un v

t




TEKNILLINEN KORKEAKOULU LISENSIAATINTYON TIIVISTELMA

Tekija: M.Sc Maarit Hietalahti
Tyon nimi:
Turva-arkkitehtuurin vaatimusmaérittely klusteroitilieead hoc -verkoille

Paivamaara: 11. elokuuta 2007 Sivuja: 4 + 69
Osasto: Tietotekniikan osasto Professuuri: Tik-79
Tyon valvoja: Professori Kaisa Nyberg

Tyon ohjaaja: TKT Pekka Nikander
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taisiin hierarkioihin tai klustereihin. Tallaisia rakeita voidaan hyodyntaa verkq
hallinnoinnin helpottamiseksi.
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CHAPTER 1. INTRODUCTION

networks with special low-capacity devices made for meaguand gathering
information. Such networks have different demands and frees most typical
mobile ad-hoc networks that consist of portable devicesh a8 laptops and smart
phones.

Chapter 1

Introduction

It is often stated that severe scaling problems will faceattgmpts to build large

ad-hoc networks. In many real-life situations, howevetwoeks have some kinds
of natural hierarchical structures or clustering, which ba used to support their
management. For example, in ad-hoc access networks théemoblies are organ-
ised to maintain contact to a supporting fixed network, tloeeethe static access
points of the fixed network induce a natural clustering amibhregmobile nodes.

Such real-life hierarchical structures can be used totassiBe operations of an
ad-hoc network.

In this work, the results of a large literature survey comblimith a requirements
analysis are presented, focusing on secure routing, nmainte of operations,
and induction of cooperation in the ad-hoc network. Autlwation, managing

trust relations, and key management (group keys) solusopport meeting these
requirements. Privacy or anonymity of nodes is left outsifithe scope. Service
architectures and trust managing architectures are bayergtope of this work,

too.

The termad-hoc networkefers here to self-organising networks where the nodes
form connections between themselves, without the helpefegisting routers or
other infrastructure. Self-organising means that the nsed not concern herself
with network management. The same principle applies foursgcoperations,
short of managing the (physical) security of the ad-hoc akes/iand what the
equipments’ access control function demands (for exammpleembering pass-
phrases).

Overlay networks or sensor networks are out of the scopeisfwibrk, except
when the solutions are also applicable in mobile ad-hoc oitsv There are two
reasons for this. First, overlay networks as, the name stggeeed the support
of an underlying network. Second, sensor networks are lysughtively stable

5



Chapter 2

Background

2.1 Different types of ad-hoc networks

Networks of communicating nodes where the network offerexplicit or sep-
arate supporting infrastructure are called ad-hoc netsvoitk these sorts of net-
works, end-to-end connections are formed in a hop-by-hopnerautilising the
other nodes, without the help of separate routers. In otbedsy links are formed
directly between participating nodes, each of which can &dapackets, poten-
tially towards the destination node. In some applicaticosnections are limited
to a small number of hops or just one hop. Such ad-hoc netveseksither very
small, with limited purposes, or work only as access netwdoka fixed network
(ad-hoc access networks are discussed in Section 2.1.1).

Communication in ad-hoc networks is wireless, usually Baseradio connec-
tions, such as the Wireless Local Area Network (WLAN) [1] du@&Tooth [2].
The nodes may have relatively little memory and computaticapacity, limited
battery-life, they can be physically small, and are usually tamper-resistant.
This is especially the case with ad-hoc sensor networks$seton 2.1.2). By
convention, the unqualified terad-hoc networkusually refers to mobile wire-
less ad-hoc networks, while in ad-hoc sensor networks thesiare usually not
mobile.

Peer-to-peer (P2P) networks, in turn, are typically not ilecdd-hoc networks -
but overlay networks. Overlay networks are virtual netvgoftemed on the top
of some other network, such as the Internet, some Local Aegavdik, an ad-hoc
network, etc. While the connections are formed in a hop-tyy+manner between
end nodes, as in ad-hoc networks, this happens using anlyinderetwork in-

frastructure. In spite of that, some security solutions ei®dre applicable in
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ad-hoc networks either in the application layer or as abstredels.

This work concentrates on mobile and wireless ad-hoc nésv@&ensor networks
and peer-to-peer solutions are presented only if they goécaple in this envi-
ronment as well.

2.1.1 Ad-hoc access networks

One of the most promising applications for ad-hoc netwoskiheir use in con-
necting mobile nodes to a fixed network, i.e., as ad-hoc aawvesvorks. In ad-
hoc access networks (see Figure 2.1), the mobile nodesgagised to maintain
contact with a supporting fixed network, and the static acpesnts of the fixed
network thus induce a natural grouping or clustering (se#ti@e4) among the
mobile nodes. Sometimes, multi-hop connections are limaddw hops, so that
the ad-hoc network forms an “extension” network at the boofle fixed network.

For example, a two-tier ad-hoc access network is present@],iwhere the sec-
ond layer consists of hosts acting as gateways to a cellukafired network.

@ MOBILE NODES

Figure 2.1: An ad-hoc access network
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2.1.2 Ad-hoc sensor networks

A sensor is a small device designed for gathering informatiom its vicinity
and either storing or transmitting it to a base station. Arhad sensor network
consist of several sensors that form connections in an addshion via other
sensors without pre-existing infrastructure. These devi&re very small, low-
cost with limited capacity, even in comparison with othertat networks. For
example, the Mica mote, a small (several cubic inch) senasrah4 MHz 8-bit
processor with 128 KB of instruction memory, 4 KB of RAM fortdaand 512
KB of flash memory. The radio is a 916 MHz low-power radio, defing up to
40 kbps bandwidth on a single shared channel and with a range to about a
few tens of meters. The device is powered by two AA battefs.

Computational power in sensor networks is so limited thdipikey cryptogra-
phy is often too expensive. Memory is limited, hence the saznot maintain
complicated state information. Radio transmission islgosthich means that
message expansion caused by signatures is costly too. lgldeneis not likely
to help: sensors are preferred to become cheaper insteadiobgoerformance.
Most solutions presented in the mobile ad-hoc networkditee require capabil-
ities beyond those of a sensor network but there are sometxcs.

Sensor networks are usually not designed with security imdmyet security is
difficult to add later on. If adversaries can disrupt or irtegfwith routing, sensor
network becomes crippled or useless. Resource limitatoasa two or three
orders of magnitude worse than in typical mobile ad-hoc péta; which means
that sensor network security is a difficult challenge.

2.2 Ad-hoc network routing

The routing protocols for ad-hoc networks can be divided thtee categories:
proactive, reactive, and hybrid routing. gxoactive routingprotocol maintains
topology information of the network, in a manner where theext routes to all
hosts are known - all the time. Beactive routingprotocol finds routes only on
demand, i.e., when there is a packet to be routed to the déstin A hybrid
routing, uses both systems in combination, usually so that the sdoteearest
hosts are maintained in a proactive fashion and routes leycartain predefined
area are looked up reactively.

A common technique used by many routing protocols in ad-lebworks is broad-

castingroute queries The relaying nodes add their own identifiers to the header

of the query. When the query reaches its destination, thenackated route can
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be read in the header. This route is sent back emite reply This part of the
protocol is calledoute discovery

A source routingsystem is one where the sender of a packet determines the com-

plete route to destination first, and lists this route exthjicn the data packet’s

header. A hop-by-hop routing system is one where each natdpéndently de-
termines the next hop for each data packet. The main drawdfesurce rout-

ing in ad-hoc networks is that the routing information at $oeirce may become
obsolete, leading to failed delivery. The main drawback @b-by-hop routing

protocols is that they easily lead to routing cycles.

In alink-staterouting protocol, each node maintains information of theust of
every link in the network. In distance-vectorouting protocol, every node main-
tains a list of distances for each neighbour and each déstin&vhen sending or
forwarding a message, a node selects the neighbour witthtiréest distance to
that destination. The exact route is not known to the seh@ege the route infor-
mation is not spread throughout the network but the disneed to be kept up
to date. One of the most common proactive routing protosotee Destination-
Sequenced Distance-Vector Routing (DSDV) [5].

Reactive routing protocols include the Dynamic Source RgUDSR) [6] and the
Ad-hoc on-demand distance vector routing (AODV) [7]. Bot®BV and DSR
flood a route query to the network when the route that is needeot known.

2.2.1 On the computational complexity of route selection

Theoretically, finding an optimal route in a general grapNishard. However,
for a graph in Euclidean space with limited strategies foteselection, the prob-
lem becomes simpler: In the class of local probabilistictaarschemes, route
selection take®)((loglogN)?) time in any graph. In Euclidean space, with prob-
ability 1 — O(1/n), routing between arbitrary two nodes takeg,/n) time. In

a rectangular domain space with heightand widthn/H, routing between two
arbitrary nodes can be done in tirdén/Hmin[H, [(logn)/H]). These results
that were presented in [8] are limited to static networks.

In mobile networks, the dynamics makes it practically ingibke to find an op-
timal route. Therefore, it is more important to quickly findaute that is near-
optimal, or at least stable enough, so that the packets naaj their destination
before expiring.
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2.3 Distributed security and ad-hoc network secu-
rity

In dynamically changing ad-hoc networks, where hosts maynbeachable from
time to time or the network can be partitioned, one needs tsider the notions
of distributed security. The security solutions used mayassume that a partic-
ular node is reachable anytime. Therefore, the need foinerebntacts to central
entities has to be minimised. In addition, nodes should be @bperform the
computations needed by the most critical network operatlynusing only the
information provided by its neighbourhood (Locally comgie solutions). Opti-
misations requiring information over all nodes or links @@ unfeasible, as the
network topology changes rapidly.

The reliability of communications itself is an especialiygortant security issue,
too. In ad-hoc networks where nodes themselves act as spatgr compromised
nodes can seriously hinder the operations of the networlobgaoperating in or
abusing the routing of messages. This issue is discusstfiin Sections 3.1
and 3.2.

Following subsections describe some basic security scheme concepts used
later in this thesis.

2.3.1 Public key cryptography

In public key cryptography, each principal has two keys, bligikkey and the cor-
responding private key. These keys are linked so that tivaterkey is used to
decrypt the data that is encrypted with a public key. In otdesend an encrypted
message to someone, one needs to know the public key of tipéerec It is dis-
tributed openly, and in some cases even used as the re&@penmary identifier
(See SPKI [9]). The private key is kept secret, known onlyhi® dwner of the
key-pair, who can open the message. The asymmetry is a fahatrhelps key
management, for knowing the public key does not help ankatao decrypt the
message.

Public-private key pairs are also used in digital signatuiehere, the secret key
is used in creating a signature that can be verified by anynowikg the public
key. Public key cryptography was introduced by Diffie et. ADJand a common
public key algorithm is RSA [11].

11
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2.3.2 Forming and managing security associations with pulid
keys

Public Key Infrastructure A public-key infrastructure (PKI) is used for dis-
tributing and managing large quantities of public keys. P one or several
Certification AuthoritieCA) that issue credential€ertificates as a proof that
certain public key belongs to a certain principal. CA sigreeificate with its
own private key, whose corresponding public key is expetddike known to ev-
eryone.

Certificates can be also used for authorisation, in whick tias CA signs a proof

that certain principal is granted access to a service. Somasta public key may

become compromised, or it becomes necessary to canceldbssa@ certificate

may berevokedby the CA that has issued it by having the issuer publish afieert
cate revocation list, a CRL. Every service provider is expeto check the CRL

when verifying a certificate’s validity. Usually, certifies have an expiry time, so
that they are automatically cancelled after a period of time

A public key infrastructure is often assumed to exist in agd-hetworks by many
authors of security solutions. However, it is not trivial iaild one in ad-hoc
environment. More on this in Section 3.3.1.

SPKI [9] is a public key infrastructure where the public kelggmselves act as
identifiers for principals. There are some other ways totifienodes and authen-
ticate public keys, for example, self-certified keys [12§ &UCV-identifiers [13].

2.3.3 Threshold cryptography

In threshold cryptography [14], a common secret, like thiegpe key of the whole
system, is “cut” into pieces and shared betweeprincipals. The cutting is done
so - that none of the principals can use the key alone - but@afiggenumbelk of
them can collaboratively use the key.

2.3.4 TESLA

TESLA [15] is a broadcast authentication protocol used imynsolutions for
authentication and secure routing. TESLA employs one-vegydhains. Aone-
way key chains a sequence of keys generated by repeatedly applying vaye-
function on a random number. The keys are then used (or disdjan back-
ward order, so that the next key cannot be calculated fronpt&éous ones- but
the relationship between two consequent keys can be vevifigdthe one-way

12
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function. These kinds of key series are widely used as onekiy lists.

In TESLA, the sender discloses a new key at appropriate titeevals, according
to a pre-determined key-schedule. Key disclosure is ddlay® that the key is
published only after it has been used. The schedule is kngvihebreceivers, so
they can estimate the validity time of a specific key.

When TESLA is used for authenticating traffic, keys from the-avay key chain
are used as Message Authentication Codes (MAC). Delayedikelpsure means
that the receiver can verify a packet only after the key hanlvevealed. Even
when the keys used are symmetric, TESLA has an interestyrgrastric prop-

erty. In broadcast authentication, the receivers needléxabverify the MAC, but

on the other hand, they should not be able to generate a valid Memselves.
TESLA achieves this asymmetry without using asymmetriptagraphic prim-

itives. TESLA's central security issue is to determine teading time of each
packet, hence, the system must have at least a loose timlerepisation.

This packet authentication mechanism can also toleratkepdasses, because
later keys can be verified by repeatedly applying the one{fwagtion until the
keys of missing packets are skipped.

Chapter 3

Threats and problems in ad-hoc
networks

Security issues in ad-hoc networks usually include thevalhg:

e Confidentiality of communications: between two users ohimia group

o Availability of communications: preventing DoS-attackssuring cooper-
ation (forwarding packets)

o Authenticity and integrity of communications

e Sometimes it is important to prevent unauthorised use ofortservices
(access control)

e Privacy (location, identity etc.)

The goal is to enable communications in a secure way, frorblemppacket for-
warding and secure routing to establishing trust relataomgsencryption keys. In
an ad-hoc network environment, one needs to consider thensadf distributed
security (see Section 2.3). No particular node can be eggeotbe reachable at
all times. The network topology varies according to the nmoeets of the nodes.
Therefore, the need for on-line contacts to a central ehtiy to be minimised
and credentials of formed trust relations should be pogtabl

In ensuring cooperation, it is usually important to makdedénce between in-
tentional and unintentional bad behaviour. The droppingafkets may happen
due to an error or be a calculated act to save batteries akffege of packet
forwarding. However, the receiver may not be able to dedulielwis which.
This problem affects especially reputation-based stitrarieof packet forward-
ing (See 5.2.1).

14
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3.1 Routing attacks

In ad-hoc networks where nodes themselves act as routers;oempromised
nodes can seriously hinder the operations of the networkdbycooperating in
or abusing the routing of messages. If the routing tablesaaged, packets will
not reach their destination. Same can happen, if the heaflthe messages are
tampered with. This section describes some of the prinaippatks against ad-hoc
network routing.

Spoofed, altered, or replayed routing information ad-hoc routing is vulner-
able to these types of attacks, as every node acts as a rantecan therefore
directly affect routing information.

Selective forwarding A malicious node can selectively drop only certain pack-
ets. Especially effective if combined with an attack thathgas much traffic via
the node, such as the sinkhole attack or acknowledgemeanfisgo The attack
can be used to make a denial of service attack targeted atieutear node. If all
packets are dropped, the attack is callddak hole If a node takes part in route
discovery, but does not forward the data packets, it is daligrey hole

Sinkhole attack In a sinkhole attack [4], a malicious node uses the faults in
a routing protocol to attract much traffic from a particulaea thus creating a
sinkhole. Arushing attacl{16] is one type of a sink hole attack gathering most
of the traffic directed to a specific target node. It explois@perty of several on
demand routing protocols of forwarding only the first routgquest targeted to a
specific node. As a result, any route between request imitatd the target that

is further than two hops always contains the attacker.

Sybil attack The Sybil attack [17] is targeted to undermine the distebugo-
lutions that rely on multiple nodes’ cooperation or mukipbutes. In a Sybil
attack, the malicious node gathers several identitiesdeing as a group of many
nodes instead of a one. This attack is relevant not only astingpattack but it
can be used against security schemes. Many crypto-scheraéshioc networks
divide the trust between multiple parties. For exampleréak a threshold crypto
scheme one needs several shares of the shared secret. disieldetection may
also rely on reports from several peer nodes. More infolwnain these schemes
in Subsection 5.2.1 and Section 3.3.
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Wormhole attack The wormhole attack [18] usually needs two malicious nodes.
The idea is to distort routing with the use of a low-latency-ofibound channel

to another part of the network where messages are replayegseTcan be used,
for example, to create sinkholes and to exploit race caovukti

HELLO flood attack In a HELLO flood attack [4] a malicious node can send,
record or replay HELLO-messages with high transmissiongsouit creates an
illusion of being a neighbour to many nodes in the networls @an confuse the
network routing badly.

Acknowledgement spoofing If a protocol uses link-layer acknowledgements,
these acknowledgements can be forged, so that other ndieelisabled nodes
to be alive.

3.2 Problems related to connectivity and coopera-
tion

Availability of network services is an important part of sety in ad-hoc net-
works. Having one’s packets forwarded to their destinatioes not only depend
on securing the routing against malicious attackers bot@tsthe cooperation of
other nodes on the route.

A frequently asked question in connection with open ad-fete/arks is what mo-
tivates the nodes to forward other nodes’ packets whenrigitaver is limited
and when the nodes have no common background. However, eggacket-
forwarding and cooperation is still emerging researche&iretworks generally
do not have this problem, at least not on the node level. Tiseseseparate in-
frastructure for routing and there is no special need forgreonservation (i.e.,
routers do not usually refuse from routing legal traffic).

In open networks, where nodes are individuals acting irr then best interest,
the nodes are thought to be selfish, due to their limited byalife. They are likely

to save their limited energy and they may not be willing towfard packets to the
benefit of others, unless otherwise motivated. Therefareket forwarding has
to be stimulated, assuming that the goal of the nodes is w agmany of their
own packets as they can, while being sure that the packdtsevibrwarded. The
same problem has consequences also when nodes are notideepleut part of
a common organisation, as conserving energy is a commoa iswevery ad-hoc
network that is composed of small devices with limited b#&te Solutions that
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aim to divide the packet-forwarding load fairly between tiwales will probably
also be useful in saving the total energy of the network.

3.3 The problem of managing security associations
and trust relations

There are many types of trust relations that can be formedihoa networks.
This work concentrates on the relationships between deyvassuming that the
trust relations that the users of those devices may haveetmatslated into trust
relations between their devices.

Whether a device trusts another device may be considered a-ar-nothing
relation, or it may depend on the object of trust. Trust refet can be thought
of as an abstract structure built on top of the network, aeind of an overlay
network. There is also need for trust relations in the itidiaof the network, in
the so called bootstrapping phase. In order to build sgcass$ociations between
nodes, it is often required that there is some initial babisust in the network,
for example, a certificate authority (CA). Another way to tst@ap trust is to di-
rectly pre-distribute keys or shared secrets. Whateveinthial trust relationship
between the nodes is, there are many constructs in thetliterfor maintaining
old and forming new trust relations.

Sometimes it is important to prevent illegal use of netw@k/kes. This means
that nodes must somehow be authorised before joining tiveonlet

Routing information messages often need to be authenticatéhen routinely
authenticating routing information messages, the auitetiain method should
be very lightweight.

Sybil attack may also be targeted on trust management systemattacker may
present itself to be highly trusted by its peers by presgrtiedentials signed by
multiple fake identities.

3.3.1 The problem of managing PKI in an ad-hoc network

The security associations and trust relations that nodes &d-hoc network ini-
tially have may consist of the relations that devices haveutph a public key
infrastructure (PKI, see 2.3.2). Standard PKI is difficolmnplement in ad-hoc
networks. Having a previously constructed infrastructargublic keys is a hard
requirement for an ad-hoc network but there are networks) as that of a single
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administrative unit, that can have one. A few constructehasen proposed in
the literature for bootstrapping a PKI in ad-hoc networlks Subsection 5.3.1.

PKI has a relatively distributed nature with one exceptifor. revocation pur-
poses, nodes frequently need to connect to a central ethiéycertification au-
thority (CA), for acquiring an updated CRL. Ad-hoc networds not tolerate
well central entities that have to be reachable anytimer&aee ways to alleviate
this, for example, by assigning several CA:s that each hasertificate from a
root CA. Still it is possible for an ad-hoc network to havetjiam with no CA.

When using certificates, their maintenance is necessanenVdmode has been
found to be compromised, its certificate has to be revokedro&ion in ad-
hoc networks is not an easy thing to do, due to the aforemsediproblem with
central entities. It is generally prudent to use implicitoeation, where certificate
is valid for only a limited period. This means that only thelMeehaving nodes
will have their certificates renewed. The network is alsongjirag dynamically,
which means that the new nodes need to have a certificate ks wel

3.4 Securing communications

Securing communications in ad-hoc networks can be done avithithout the
help of the user of the device. Again, we concentrate moréers¢lf-organised
network, where the user need not concern herself with orgatnd managing
encryption keys.

Encryption of communications between two parties can béampnted with pub-
lic keys or with public key authenticated symmetric ses&ieys. Public keys are
useful in authentication purposes but may also be used éorisgg communica-
tions between two parties. Usually, communications areygned with a shared
symmetric (session) key that is established with the helpuddic key cryptog-
raphy. The main reason is that public key encryption andyg#ion are con-
sidered too expensive for bulks of data, another reasoraissttme public key
crypto-systems are vulnerable to known cipher-text attagken there is very
much cipher-text available.
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Chapter 4

Clustered and hierarchical ad-hoc
networks

This chapter reviews the literature on clustered and hikireaitad-hoc networks.
This environment is where the solutions and requiremergsydsed in Chapters 5
and 6 respectively, are to be employed.

The structure of this chapter is as follows. First, in Set#dol, different forms
of hierarchical and clustered routing is discussed. Thélpro of cluster forma-
tion is handled in Section 4.2. These sections present ttieopthe literature
survey that deals with clustering and hierarchical ad-tretevark routing per se,
setting aside the related security issues that are distlste in Chapter 5. In
this chapter, the basic outcome of the performed literagureey is that there is,
so far, only few works that attempt to take a combined viewustering and rout-
ing, even though both clearly require similar type of infation about the local
connectivity and topology.

4.1 Hierarchical and clustered routing

A cluster is a collection of nodes (geometrically) closeetbgr (see Figure 4.1).
Clusters can be formed for a common cause or as a reactioattoa that is com-
mon to the nodes. A cluster-head is a special node in a clingteacts as a leader
for the cluster, for the purposes of routing or initialisting cluster formation, for
example. Cluster-heads are not always necessary, sontergigsprotocols do
not use them at all.

19
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Figure 4.1: An example of clustering

4.1.1 Hierarchy

A hierarchical structure in a network is composed of nestedigings (cluster-
ings) of nodes, forming a tree topology. A route from a leafle¢o another is
formed via the routes between their respective groups. 3diisof routing is
called hierarchical routing.

In one of the first papers describing hierarchical routingimtock et al [19] de-

termine optimal clustering structures so as to minimisedilze of the routing
tables. The price for this is the increase in the average agessath. However,
the increase need not be very large: Bounds were found fon#xénum increase
of path length, so that in the limit of a very large networkgenous table size re-
duction may be achieved with essentially no increase in otwath length. The
performance of the proposed hierarchical routing system evaluated in [20].
It should be noted that as these papers were written in the@'d,9fiey deal with

fixed networks, and the size of a large network was thoughdrim$ of hundreds
or thousands of computers.

A two-tier ad-hoc networkneans a hierarchical network consisting of only two
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layers. In other words, the nodes are grouped in some waythengroups can
have cluster-heads but there are no nested groupings (geeH.2). Two-tier
networks are most common hierarchical structures in teedlitire, as several lay-
ers of hierarchies are expected to waste too many usablestout

Figure 4.2: An example of a two-tier network

4.1.2 Hierarchical routing protocols

The Hierarchical Source Routing Protocol (HSR) [21] usek §tate routing in
hierarchically arranged network. Another example of hignical routing is [22],
the Extended Hierarchical State Routing (EHSR). It is méantnilitary envi-
ronments, battlefields. The hierarchical structure isreke also to a physically
multilevel environment, by using unmanned airborne ves¢UAV:s).
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4.1.3 Zone routing protocol

The Zone Routing Protocol ZRP [23, 24] is a hybrid protocolefy node has a
routing zone specified by zone radius The zone radius is expressed in terms of
hops. The routing zone is similar to a cluster, except thatyerode defines its
own zone and acts as a cluster-head in its zone. The protas&bkvpro-actively
when forwarding packets inside the zone, and reactivelynvihe destination is
beyond the zone radius.

Other zone-based routing protocols include [25] and [26].

4.1.4 Fish-eye state routing protocol

The Fish-eye state routing protocol FSR [27, 28] is also aibiytrotocol. In the
fish-eye protocol, the border between intra-zone routirdjiater-zone routing is
a vague one, so that routes to destinations close-by arerkhest and the routes
to further destinations are known only approximately. Ttheai is that packets
are sent first to the area where the receiver is last knownue been. When the
packets are closer to their destination, the hosts in the &k know the exact
route.

415 LANMAR

Landmark routing, as hierarchical routing, was first introeld to fixed networks
in [29]. Pei et al., extended it to mobile environments [3QANMAR com-
bines FSR and Landmark routing. Exact link information is\wn only between
neighbours, routing between groups uses landmarks. A pdalested to a re-
mote node initially aims at the landmark. When the packegscoser to their
destination, routing switches to the accurate route pexvioy FSR.

4.1.6 Geometric routing

Geometric routing has the basic assumptions that all nodes imformation of

its own and its neighbours position, and the sender knowpdigion of the in-

tended destination but not the route. Other papers on rabgma scalable routing
include [31, 32, 33].
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4.1.7 Clustered routing

Hierarchical routing can take advantage of a clusteredire by using a differ-
ent routing scheme inside a cluster and outside it, as hybuting. Ideally, this
should simplify the routing information needed by each niaglebstracting away
the topology of other clusters. There are a number of ckimised routing algo-
rithms for ad-hoc networks (for example, [19, 34]) and as&lyf its reducing
effect on routing table sizes [19] and signalling traffic [36].

In [34], routing is based on clusters. The nodes forward agess towards the
closest member of the destination cluster. However, inrdaloute the packets a
node must calculate the shortest distances to each memaeotbfer cluster and
therefore have knowledge of the whole network topology.0Afs[36], routing
is performed on top of a clustered topology, and [37] presentluster-based
architecture.

4.2 Clustering algorithms

In order to arrange themselves into clusters, the nodes toerth a clustering
algorithm. Many algorithms need the knowledge of the wha®work topology,

while others perform the computations knowing only the hba@uring nodes and
their possible cluster-memberships [38, 39].

Clustering algorithms differ in what types of clusters thmpduce. Some clus-
terings permit no overlapping, so that every node belongxaetly one cluster.
Others may have overlapping clusters [34, 40, 41, 42], s@qaire it because
they are used with routing protocols that rely on overlagd4]. Many clus-
tering algorithms choose special nodes, cluster-heaalstake care of the cluster
formation and later of the maintenance of the cluster [3844345, 40, 41]. Some
clustering algorithms form cliques (see Figure 4.3), clusters where every node
is at a one hop distance from every other node [34]. Some @ujyire that the
distance to the cluster-head is one hop [45, 40, 41].

The role of a cluster-head varies in different protocols[35] the cluster-heads
are not used as routers but merely for pointing the direaifdhe cluster. In [39,
37, 41] the cluster-heads are only used in the cluster foomdtut not in rout-
ing. Clustering often contains some selection of gatewBjtber one gateway is
selected or all possible gateways. Most identifier and cctiviy based systems
choose only one gateway between two clusters.

Some clustering algorithms are described in more detalerfollowing subsec-
tions.
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Figure 4.3: An example of clustering:cliques

4.2.1 Identifier-based clustering

Identifier-based clustering refers to algorithms in whith tluster-head selection
is based on a numbering of nodes so that the highest or lowesbered node
becomes a cluster-head in its neighbourhood. A node’s heigthood means all
other nodes within one bidirectional link from the node.rtiféer-based cluster-
ing does not associate mobility and the clustering processiy way. Identifier-
based clustering is presented in [46, 47, 40, 41].

For example, in a distributed lowest-id clustering, a noéets itself a cluster-
head, if it has the lowest identifier in its neighbourhoodhé@vise it elects the
neighbouring node that has the lowest identifier, unlesstths relinquished the
status to another node.
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4.2.2 Highest-connectivity clustering

Highest-connectivity clustering is similar to identifieased clustering, except
that (in the distributed version) the most highly connectede in neighbourhood
is elected as a cluster-head, and only the uncovered noele#he nodes that have
not yet selected a cluster-head are included in the conguari@ne such cluster-
ing algorithm is presented in [41]. All nodes are within ormplof a cluster-head.
The clusters can overlap but cluster-heads cannot be rmighlto each other.
A node that can hear at least two cluster-heads is calledeavggt Changes in
the network topology can cause a change in the cluster-Headlaster, even if
no new nodes have joined the cluster. [41] also introducealalisy metric for
clusters, calculating the number of cluster-head changeargt time.

423 LCC

Re-clustering is needed whenever the nodes move so thattfentcluster-head
no longer has the lowest identifier. A clustering methodschllCC, lowest cluster
change [48], is an improvement of lowest-id clustering. Whenode comes into
the area of another cluster, re-clustering is not perforonadss the node is a
cluster-head itself, or when a node wanders out of the refdh oluster-head.

In former case, one of the cluster-heads relinquishes lés o the latter, the

node becomes a cluster-head itself. The reduction in thépuof re-clusterings

reduces the overhead and thus LCC performs better thantiddves

LCC can also be used in conjunction with the highest conviecttlustering.

However, in the same paper, it was also shown that lowedtgdering performs
better than the highest connectivity clustering. This is thuthe fact that usually
the order of id’s changes less frequently than the numbesmfiections per node.

4.2.4 Weight-based clustering

Weight-based clustering is a generalisation of lowest IsiEring. Each node
has a unique weight, hence the nodes can be totally orderkd.w€ights are
calculated with mobility- or other metrics.

For example, Basagni [38] uses a weight-based criterioruistering. Cluster-
ing coordinators are selected based on mobility-relatedrpaters. Two cluster-
ing methods are presented: DCA (Distributed Clusteringofitgm) and DMAC

(Distributed Mobility-Adaptive Clustering). The clusbeg method works best in
quasi-static networks, and its time complexity dependseiwaork topology, not
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on network size. It requires the knowledge of one-hop neaghbonly.

4.25 ABCP

In Access-Based Clustering Protocol (ABCP) [45] a new nodgirally joins
any cluster within its reach. When a cluster-head relietsedfifrom cluster-head
duties, it chooses a successor, the node with most connsdatiihin the cluster.
This is for making as little changes to the clustering as iptss ABCP uses a
separate control channel for control messaging. In ABC&yenode is only one
hop away from cluster-head.

4.2.6 MOBIC

[43] presents a mobility metric for forming clusters. The riweis based on the
ratio of the power levels of successive transmissions nredsi any node from all
its neighbouring nodes. A clustering method MOBIC (a lowesitive mobility
clustering algorithm), uses this metric for selecting udieads. It is claimed to
perform better than lowest ID. MOBIC uses the same stabiligyric as [41].

The relative mobilityM/;¢(X) is calculated as follows.

new
RxPrigty

= 10log,, 7RxPr§éd y

ME(X)
and the aggregate local mobility valié, as follows

My = varg( My (X1), My(Xa), ..., My(X,)) = E[(M3)?]

This mobility metric can be calculated in a distributed memn

4.2.7 Other clustering methods

“A Clustering Scheme for Hierarchical Control in Multi-Hopréfess NetworKs

(S. Banerjee and S. Khuller) [42] presents a clusteringreehfor wireless sen-
sor networks that is meant for the hierarchical controlctees of MMVN [36].

MMVN is a modular system of link- and network-layer algorith enabling sup-
port for distributed, real-time multimedia applicatio$ie goals of the clustering
are 1. each cluster is connected, 2. All clusters should havenimum and a
maximum size constraint, 3. Any node in a network belongsdorestant number
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of clusters, 4. two clusters should have a small overlap ardiusters should be
stable. A cluster is formed here by first creating a spannieg @and then naming
some subtrees clusters. The algorithm is not locally coatgatbut there is a
distributed version presented also.

In “Local clustering for hierarchical ad-hoc networkg9] S. E. Virtanen and
P. Nikander present a clustering method where the clustarafion can be com-
puted by the nodes locally. The cluster formation is baseithematio of the num-
ber of links inside the cluster to the number of links going olthe cluster. It
does not produce much extra traffic (none when cluster siaen®st 256 nodes,
as the messages are piggybacked in existing link-layer @y messages) and
it produces “intuitively good” clusters i.e., clustersthave many links between
its nodes.

More information on different ways to form clusters can berfd, for example, in
“Cluster-Based Network&y M. Steenstrup [49]. It presents many different ways
to form clusters and reasons for using clustered topologies

4.2.8 Performance of clusterings

In “Clustering Overhead for Hierarchical Routing in Mobile &de Networks[35]
the overhead caused by clusters is compared to a situatitm elusters are not
used. The average clustering overhead per node per sectmechisto be only
polylogarithmic to the node count.

According to ‘Giant clusters in random ad-hoc netwot50], the most signifi-
cant measure is the ratio of the size of the biggest clustiretsize of the whole
graph. The paper contains a simulation that supports thelusions. The simu-
lation is done using rather strong assumptions, such assiasdmode density.

The clustering methods in the literature have been devdlépedifferent pur-
poses, hence, some of them form deeper hierarchies and & foermain opera-
tions of routing are left for the cluster-head to handle.

A side-effect of clustering and cluster-heads is that whedes are no longer
equally important in maintaining connectivity, a well-c@tted node or a cluster-
head may become a single point of failure. Very deep hierasatan reduce the
amount of routes, which also leads to weak points in the ndtwo

The performance of routing depends on the size of the c|usteording to Cluster-
based approach for routing in dynamic netwdrk34]. The paper discusses per-
formance issues in clustering but does not solve all probleresented. The clus-
ter formation and the dynamics of the situation are desdnbell. However, the
performance analysis was limited to few runs with a small benof nodes.

Chapter 5

Ad-hoc security solutions, solution
space

There are few publications concerning specifically the sgcof clustered or

hierarchical ad-hoc networks. However, more research bas Hone on the se-
curity of general ad-hoc networks. This chapter deals wittne of those pub-
lications that are applicable and/or have consequencesrathe case of clus-
tered/hierarchical ad-hoc networks.

Section 5.1 focuses on secure routing, without any direasicieration to cluster-
ing. A number of solution proposals are briefly explainedcttea 5.2 continues
with the hard problem of cooperation, looking at both repateand payment
systems. Section 5.3 provides a brief look at the basiccadiktworking related
problems to key and trust management, and Section 5.4 givestansive survey
of distributed group key handling methods.

An integrated view to the different solution pieces is defdruntil Chapter 6.

5.1 Secure routing

Many routing protocols are designed without considering amthentication or
authorisation of the messages and nodes that participateiiimg. In a dynam-
ically changing network, it is of course difficult to valigdathe routes that are
aggregated results of many nodes. This section deals watlepting the routing
attacks made by the malicious nodes.
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5.1.1 Multi-path routing

Malicious nodes attacking the routes can drop packets, aipuakate them in or-
der to stop communication. Instead of using only one pativéen the source and
destination, a multi-path protocol takes advantage of@dretwork’s route mul-
tiplicity: several paths are used simultaneously for comization. Multi-path
protocols deal with routing attacks by tolerating, rathent detecting and isolat-
ing malicious nodes. For example, the protocol discussédamext paragraph,
SMT, is a multi-path protocol. Other multi-path routing safes include [51, 52,
53, 54].

SMT The Secure Message Transmission (SMT) [55] detects conipedrtrans-
missions. SMT uses an Active Path Set (APS), which is a seivefgk disjoint
paths between the two end nodes that are valid at the time.cAR®e discov-
ered by any underlying route discovery protocol, so that independent of the
routing protocol. Both proactive and reactive protocols ba used. The message
dispersion is based on the Rabin’s algorithm [56] that amhisdd redundancy to
the data. The message and redundancy are divided into pidgesrtial recep-
tion can lead to a successful message reconstructidd, @t of N' transmitted
pieces are received successfully, when the redundanay fac¥/M . The source
of communication manages the APS information: it updatesréting of each
path in its APS based on the feedback provided by the destimaEach path is
associated with two ratings: Short-term and long-term. 3@t term rating is
decreased by each time a failed transmission is reported and increasetifoy
each successful reception. If the short term rating drojsibe threshold value,
the path is discarded. The long-term rating is a functionhef number of the
successfully received (and acknowledged) pieces oveotabrtumber of pieces
transmitted across the route. The long-term rating alsoahttseshold value,
below which the path is discarded. A simulation comparedpttieocol to two
variations of SMT: The Non-secure single-path (NSP) datavdoding protocol
that has no or message dispersion or security mechanisth#her$ecure single
path (SSP) transmission protocol that has no message slisper

In the simulation, 50 nodes moved in a 1000411000 m network coverage area
according to the random way-point mobility model. There ev&b simulation
runs that lasted 300 seconds each. The number of adversaried from 0 to
25 nodes. The attack used was black hole, i.e., attackerardiall data packets
forwarded across routes they belong to. The route discavasyassumed secure.
Network topology was assumed to be such that for any two natéeshighly
likely that (at least) two node-disjoint paths exist.
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The performance of SMT and SSP in this simulation was alnfessame. NSP
experienced sharp degradation in message delivery andastibs packet loss,
when with SMT and SSP the effect of adversaries is smallelP S®wed better
performance than SMT regarding the percentage of droppeeisby the attack-
ers. As the number of adversaries increases, SMT increlasekdpersion factor
and the number of utilised routes. However, as the numbeatbispgncreases, it
becomes more likely for the routing operations to be subpbtt adversaries.

The simulation results imply that SMT can support qualitgeifvice for real-time
communications. This is due to the low end-to-end delay wigng simultane-
ously multiple routes. SMT seems more capable of supporgagtime traffic
but it introduces more overhead when compared with SSP.

5.1.2 Securing reactive/on demand routing protocols

Ariadne Ariadne [57] is a secure routing protocol based on the onadem
routing protocol DSR. It authenticates routing messagescam use different
schemes, shared secrets between each pair of nodes, sharet$ £ombined
with broadcast authentication, or digital signatures. Bwatmic cryptography is
computationally more efficient than public key cryptogrgjgimd Ariadne can be
used, for example, with Tesla, see Section 2.3.4.

Each node includes a MAC in the message to protect againstirginodes from
the route list in the route replies. The intended destimabiaffers the reply until
the relaying nodes release corresponding TESLA keys. Tine reply includes
a MAC from the intended destination to certify that the rexjweas verified cor-
rectly. Sender can authenticate each entry of the accuedlfath in the reply
message.

Nodes also record the efficiency of each route and prefer mffigent routes.
This protects against choosing weak or compromised routes.

Ariadne inherits the same requirements that the autheisiicacheme has, for
example, Tesla’s loose clock synchronisation.

S-RIP A Secure Distance Vector Routing Protocol, S-RIP [58], idny to

tackle the problem of validating routes by using a reputatigstem (See 5.2.1)
in conjunction with route discovery. The consistency of aweatised route is
confirmed by consulting some of the nodes that have propaghét route. A

reputation-based framework determines, how many nodesidie consulted,
a trade-off between security and efficiency. In S-RIP, a{ellaved node can
uncover inconsistent routing information, assuming thete is no collusion be-
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tween the misbehaving nodes.

Self-organised Network-layer Security in Mobile Ad-Hoc Neworks “Self-
organised Network-layer Security in Mobile Ad-Hoc Netwst§59] considers
both secure routing and ensuring packet forwarding. ltajesron network-layer,
in the context of AODV routing protocol. The security of thmuting system is
based on a reputation system, so that nodes without a vabkd t@re ignored. The
details of the operation of the reputation system is expldin Section 5.2.1.

The system also has a decreasing overhead over time, whearetherk is in
good condition without attacks. A problem is that the nemmhood is expected
to be very stable. This system becomes very inefficient whembdes have high
mobility.

5.1.3 Other security solutions for routing protocols

A paper by Karlof et al., [4] deals with sensor networks butastly applicable in
mobile ad-hoc networks. In this solution, link layer endigp and authentication
with a common symmetric key prevents most outsider attaallsersary cannot
join the topology. Replay attacks are prevented by usinghareasing counter,
as usual. However, an attacker can still forward packetsowit altering them.
Encryption can make selective forwarding difficult but doeghing to a black
hole attack.

Insider cannot be prevented to participate in the operatafrthe network and
she can masquerade as any node: This means that identiielsl &fe verified
but public keys cannot be used as was seen before. A solutsnsuggested
in [4]: nodes share own unique symmetric keys with the basiost Another
one presented was limiting the number of neighbours per:naiigcker can not
form symmetric keys with too many nodes in the network. The.HE flood
attack prevention can be done by verifying the bi-diredldp of the link.

With wormhole attacks, geographic routing helps but bringsther problem:
should you trust the advertised location information? Aiddial solution given
in [4] for the wormhole attack is restricting the structurfetioe topology. Yet
another way to deal with wormholes is packet leashes [68gfends against
wormholes by comparing the time it takes for the packet toddeered with the
sender’s geographical location and an exact time stamghattieto the message.

A defence against rushing attacks is described in [16].ristgis of secure neigh-
bour discovery, route delegation and randomised seleofiarhich route request
is forwarded.
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SRP The Secure Routing Protocol (SRP) [61] for Ad-Hoc Networéis be ap-
plied to DSR, IERP [62] and other such routing protocols tis# queries in find-
ing routes. SRP tries to ensure a correct route discovergurg associations
are built end-to-end, i.e., in every route discovery, ohly $ource and destination
must have a security association between them. When a raetg & sent, the
receiver responds by sending a message containing a mesghgatication code
(MAC) over the path used. Hence, the sender knows that a pathéen found
and that the route reply comes from the intended destinatioiike in Ariadne
(Section 5.1.2), the intermediate nodes need not parteipahe authentication
of the route.

SEAD In SEAD [63], hash functions are chained in the TESLA-stylteuses
one-way hash chains in combination with a distance-vectgirrg protocol DSDV
in order to authenticate routing updates. SEAD is made byé#mee authors as
Ariadne (Section 5.1.2) but is based on a proactive routingpgol and thus has a
higher overhead. Therefore it is not so efficient in high riighbsituations. SEAD
is claimed to be secure against non-colluding adversaries.

Surveys and comparisons A good survey on secure routing in ad-hoc networks
has been done in “A Survey in Secure Wireless Ad-Hoc Rout[d]. On the
other hand, more specific security surveys can be found,xXamele, in “ On
Security Study of Two Distance Vector Routing ProtocolsNtmbile ad-hoc Net-
works” [65] and “Cost/Performance Trade-offs of Two-Lay&d-Hoc Multi-hop
Cellular Access Systems” [66].

5.2 Enabling cooperation

In this section, known ways in the literature to stimulateked forwarding are

explained. Itis assumed that the goal of the nodes is to senieh own packets
as they can, while being sure that the packets will be foracrdn general, the
solutions presented can be divided into two categoriesejngtation systems and
systems where nodes trade payments against packet fongaelivices.

5.2.1 Reputation system

In a reputation system, where other nodes form an opinionrmda’s behaviour,
reputation is used to affect directly on how high a priorftg hode’s packets will
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receive and how much routing will be directed towards it. 8abur can mean
anything from the will to forward other nodes’ packets and i take part in
other common activities, to not disrupting communication not compromis-
ing common secrets.

The reputation method directly affects routing. Anothéggler problem with rep-
utation systems is the fact that it can give an inside attasieans for making
denial of servicattacks. If negative reputation is allowed to spread, acitals
insider can indirectly attack a well-behaving node by givfalse testimony on
its behaviour. Consequently, the well-behaving node’&etscget low priority or
the node can even be shut out of the network or face whatevesures the other
parties choose to take towards an uncooperative or compeahriode. Some-
times it is difficult to sort out the malicious nodes from théttims, and methods
have similarities to intrusion detection systems in ad-hetworks. All and all,
reputation systems should be used with care.

“ Self-Organised Network-Layer Security in Mobile Ad-Hoc Networks” The
work [59] by H. Yang, X. Meng and S. Lu considers both secungting and
ensuring packet forwarding. It operates on network-layehe context of AODV
routing protocol, and uses a reputation system.

Nodes need to have a token. Tokens are not traded but kefdiyysasip credential
of a node’s right to have its messages forwarded. Nodes utithwalid token are
ignored. Tokens are simple, containing only the ownerstitjgsigning time and
expiration time. There is also a system key, to which evedertftas a share. This
is achieved with a threshold crypto scheme with a polynoofidegreet — 1.

The control mechanisms for the token are very localised;ldbal neighbour-
hood verifies a token, monitors a node’s behaviour and dseithether the token
should be renewed. The renewing is also done collaborgtbyethe neighbours
by signing a new token with the system secret. New nodesnjgittie network
will get a token in this way too.

The system also has a decreasing overhead over time, wheettherk is in good
condition without attacks. This is achieved by extending lffetime of a token
every time it is renewed. Obviously, newcomers’ tokens hsivert lifetimes.
Due to the threshold crypto, the collaboration among theckétrs is assumed to
be limited to less thai attackers per neighbourhood, wherns the degree of
the polynomial. It also means that this scheme could be vabie to the Sybil
attack. However, a perhaps more serious problem with thégesy is that the
neighbourhood is expected to be very stable, renewing thes seode’s token
repeatedly. Therefore this system becomes very ineffioidsein the nodes have
high mobility.
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CONFIDANT Confidant [67], specifies mechanisms for finding one or sévera
malicious nodes on a route and blacklisting that one. Nodes h monitor, repu-
tation records, trust records and a path manager. The nnepiopose is to detect
malicious nodes. Reputation and trust records are kept/&uation purposes.

Blacklisting of innocent nodes has not been preventedst edlies on authentic
information in the routing headers and therefore can onlyubeon top of routing
protocols that ensure the integrity and authenticity ofirmumessages.

Core Core, A COllaborative REputation mechanism to enforce nmmpera-
tion in Mobile Ad-Hoc Networks [68] uses a “watchdog” mornitsmmbined with
a reputation system. Subjective reputation, indirectt&mn and functional rep-
utation are treated separately. The node’s combined reputigads to gradual
isolation or cooperation.

URSA URSA [69] uses a reputation system for access control. A megels

to have a valid ticket that identifies well-behaving noded grants access to
network. The reputation system is similar to that of [59]. eTdystem is very
localised. The one-hop neighbourhood jointly monitors @alnode and cer-
tify/revoke its ticket. When a mobile node moves to a newtioce it exchanges
tickets with its new neighbours, as the first step to cros#yveach other.

Wrong accusations are also taken into consideration: Ifnihge that accuses
another one is itself already on the revocation list, adimsas considered to be
malicious and dropped. The range of the accusation projpagatimportant. A
large range causes excessive communication overhead avkihall range may
not be enough to isolate a mobile misbehaving node. The ations should be
propagated so that before its current ticket expires, ttsbefiaving node cannot
move out of the area where it is convicted by the accusations.

The localised group trust model means that a node is trustédsitrusted by
anyk trusted nodes. The value bfis fixed network-wide, tuned according to the
network density and desired system robustness.

Initialisation is hierarchical: the authority is only resgsible to initialise the very
first nodes, selected out of a two-hop local neighbourhoofferAhat, the ini-
tialised nodes collaboratively initialise other nodegitglly their neighbouring
nodes.
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5.2.2 Connection to intrusion detection

In order to apply a reputation system in a self-organisehides a way to automat-
ically detect and evaluate attacks is needed. This is a doatptl task, methods
may also be found in the literature of intrusion detectioor &ample, [70] de-
fines a taxonomy of basic and anomalous events in routingapplies these to
AODV with the help of a finite state automaton. The anomalaents include
atomic events and combinations of events such as Route DwbRaute Flood-

ing.
More information on intrusion detection in ad-hoc netwoden be found, for
example, in [71, 72,73, 74, 75]

5.2.3 Payment systems

This is a system where nodes trade tokens, or essentiallga@nhyf payments,
for message forwarding services. All packet forwardingoest are counted,
and eventually the forwarding services are payed by theeseadthe forward-
ing nodes.

Usually, tokens are collected for data forwarding only, footroute discovery or
control messaging. A node might participate in the routealiery but forward
data selectively, and thus creatgm@y hole This is not explicitly punished, be-
cause such behaviour causes the node to lose income. A pagystem avoids
judgements on node’s behaviour. Therefore it also avoidstimetimes compli-
cated management of reputation and trust issues. The seiideay tokens for
the forwarding nodes in the path, hence the route shoulddeqursly known, or
estimated in some way, so that the trading can take placs.i§ bbviously easier
with proactive routing protocols.

A denial of service attack can be very effective when a malisinode forwards
nodes into a wrong direction, or a loop, with the help of rogtattacks such as a
wormhole. This will quickly empty the sender’s 'wallet’ afkens.

When a high-capacity node enters a network consisting mainlow-capacity
nodes (like an efficient laptop computer in a sensor netwdnkjay gather tokens
away from the market simply by only forwarding packets antsemding any of
its own. This kind of behaviour doesn’t appear as 'bad’ bud assult, the packet
forwarding does not function anymore. Therefore, it shautl be possible to
empty the network of tokens and extra management of the sakethe market is
needed.

Trading tokens is similar to virtual currency systems. Ehisrmore discussion
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of the advantages and disadvantages of different virtuakoay systems in the
economics literature.

“ Stimulating Cooperation in Self-Organising Mobile Ad-Hoc Networks’  This
solution [76] is meant for civilian ad-hoc networks, whegele node is its own
authority. Stimulation mechanisms key idea is that everyenloas a tamper re-
sistant security node with a nuglet counter (tokens). Wiegrdig own packets,
the number of intermediate nodés is decreased from nuglet counter €sti-
mated by security module). The nuglet counter valusust remain positive. If
n > ¢ own packets are dropped. When forwarding others’ packatiehcounter
is increased by 1. The nuglets are actually stored in thehbeigring node un-
til a nuglet synchronisation protocol is run, and pendinglets are released for
the use of their owner. The analysis of static aspects ofythEm gives a result
that an optimum (most own packets sent) is reached in thewoll two cases
depending on the ratioy /7.

a)
r NB-C .
If L >22 "~ maximumz, = 1,
r,  B+C &
i.e., no own packets are dropped,
b)
r NB-C . re B+C
IF > 22 7 7 maximumz, = <2 -~ <1
" B1C o= L NB-C "

i.e., some own packets are dropped.

How should node behave in order to reach this theoreticaoph? Simulation

of single node case with several different behaviour rulesas that the most
cooperative rule is the best. Simulations with several adual the following

parameters. One should note that the battery consumpt®ndidoeen taken into
account here.
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Space 500m*500m

Number of nodes 100

Power range 120m

Mobility model random way-point

Speed 1-3m/s

Average pause time 60 s

Packet generation rate 0.2 (0.5 0.8) pct/s (Leave Outside)
Choice of destination random

Routing geodesic packet forwarding

Initial number of nuglets 100

Nuglet synchronisation interval 5 (10, 15, 20) s

Simulation time 7200 s

Packet transmission (1 link) time  random, average 10ms
transmission error probability 0.1 => 1s timeout and retry

When comparing the following forwarding rules,

Rule 1’ always forward

Rule 2’ if ¢ < C then forward
else forward with probl — C'/c

Rule 3’ if ¢ < C then forward
else drop

90 % of the nodes follow the majority rule, rest 10 % use firghgén 2, then 3.
Focus onz, of the 10 %. the result was that best performance for the 10 % wa
achieved when following rule 1, regardless of the majoritigr

The effect of the less cooperative nodes was measured vatfottowing sim-
ulation setting: First all nodes use rule 1, then the fractb less cooperative
progressively increases. Simulations were done with 100, 200 and 400 nodes
with same node density. Focus was on cumulative throughyagdkéts deliv-
ered/packets sent). The result was that only a mild decrefadeoughput ap-
peared when the fraction of less cooperative nodes inaieagariation of the
average nuglet level was measured so that the fraction sftlesperative nodes
increased.

Results were following: Rule 1 in majority: number of nugl@icreased! (prob-
lem lied in the estimation of intermediate nodes). When eoalpility was de-
creased: first, the number of nuglets decreased, then thehead equilibrium.
When rule 3 was in the majority, the equilibrium level of netgl was below the
initial value 100. With another setting, where the size @ tluglet synchronisa-
tion interval grew, the increase slowed. When interval was @ higher, nuglets
started to decrease.
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The protection of the system (tamper resistant securityuleddncluded public
key infrastructure, security associations and extra hsad@verhead was created
by crypto-operations, header and the nuglet synchronisatiotocol. All packets
are of equal size, and this system is meant only for payloagiog packets.
Lots of work was given for the security module but there iB #té possibility of
dropping others’ packets before directing them to secumibglule. This protocol
is not very suitable for high mobility situations, due to gending of nuglets.

Similar solutions have been presented, partly by the sath®es, in [77, 78, 79,
80]

5.2.4 Theoretical analysis of cooperation mechanisms

The advantages of having a cooperation method, or how thgsoiwe routing, has
been estimated by Lamparter et al., [81]. They do not comgetreal cooperation
methods but estimate the throughput with different forwagdrobabilities and
simulate packet forwarding with and without cooperatiortiéds

The network is assumed to be sparse, approximately fouhheigs per node.
Routing is on-demand. Only the forwarding phase is obsethednodes are as-
sumed to take part in route discovery but maybe not in forimgrd.e., they may

act asgrey holes All nodes are assumed to have the same forwarding/dropping
ratio. When a node decides to forward a bundle of data for s@uipient, it
forwards all packets belonging in the data bundle addregs#uke recipient, or
nothing.

In the limits of this setting, the results work in detectiegdencies. When a coop-
eration method increases an individual node’s partiaypeith the packet forward-
ing, its effect for the whole network may still be low. Espbi so in medium-
and large-scaled networks with long routes. However, faalsad-hoc networks
with short average route length and certain forwarding gbdliy pairs (with and
without a cooperation method), there is improvement in trexall throughput.

Co-operation mechanisms extend the network’s overallhazitity, in terms of

a reasonable number of intermediate hops and an acceptablentof data re-
ceived at the final destination. These results of [81] canppdied only in sparse
networks with on-demand routing protocol. The authorsusife that even when
nodes have different forwarding probabilities, the terayans the same.

In A. Urpi, et al., [82], modelling cooperation is viewed ifinathe perspective of
non-cooperative game theory. It means that selection desfiess happens from
the point of view of a single node. This model takes into aotdoth the available
energy and the traffic generated/directed to a node. Argabfssome existing
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cooperation mechanisms is done and the paper proposestioétitsfor-tat [83]
as a cooperation strategy.

A game theoretical model is presented in [84] where energdtirmation is taken
into account to describe the conflicting interaction betwketerogeneous nodes
involved in a forwarding game. Properties of generousdittat (G-TFT) are
studied and it is demonstrated that under an energy conis@alFT promotes
cooperation if every node of the network conforms to it. Highel guidelines
towards designing a cooperation enforcement mechanissstibwn that G-TFT
results in a Nash equilibrium and proved that the systemerges to the rational
and optimal operating point.

[85] proposes a model for the forwarding behaviour of a notlee model re-
quires a specific topology. Defines equilibrium forwardingegy as a function
of topology and routing (path length) information. A pumstnt mechanism is
included.

5.3 Managing trust relations, authentication, certifi-
cates and public keys

5.3.1 Managing public keys and certificates

“Resurrecting duckling”  [86] In the resurrecting duckling model, security is
bootstrapped by secret sharing between devices that eddadprinting a de-
vice, duckling to amother This means that the device accepts the first key it
receives after being activated. After imprinting, encigptof communication is
done using the shared key. The mother uploads new authgmticaethods, ac-
cess control lists (ACL:s), policies etc. to its ducklings.

There exists several publications in the literature ontargand managing public
keys in ad-hoc networks. The public keys are useful in comoations between
two parties and for authentication purposes. The follovgimigtions are especially
interesting in that they are very distributed or have a elubke approach.

“Providing Robust and Ubiquitous Security Support for Mobile Ad-Hoc Net-
works” Kong et al., [87] present a distributed RSA based PKI autbation
and key management scheme that uses threshold cryptography

All nodes know the system public key. Private key is sharadparts by gn, ¢t +
1) threshold crypto. Any node can carry a piece of the privayeskelt + 1 shares
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are enough to sign and create a new share. However, thereaideadff between
availability and robustness.

A central authority gives the initial nodes their persoratiicates and the part of
CA's private key. This systems may be vulnerable to Sybdcktwhere one node
gathers many shares using multiple identities in orderdonstruct the system’s
private key. (See Section 3.1).

This work is updated in [88], by using more efficient algomithand methods in
certificate updates.

In [69], URSA: Ubiquitous and Robust Access Control for MebAd-Hoc Net-
works: The localised group trust model means that a nodassa if it is trusted
by anyk trusted nodes. The valdes fixed network-wide, tuned according to the
network density and desired system robustness.

Initialisation is hierarchical: the authority is only ressible to initialise the very
first nodes, selected out of a two-hop local neighbourhoofferAhat, the ini-
tialised nodes collaboratively initialise other nodegitglly their neighbouring
nodes.

“ Self-organised public-key management” Capcun et al., [89] present a dis-
tributed public-key management system where every nodéssae certificates
and send them to each other. A node keeps an updated cegtifégatisitory and
a non-updated certificate repository. When trying to autbate another node’s
public key, the updated repositories are combined in orddmtd a valid cer-
tificate chain. If such is not found, the node combines theststnon-updated
repository and tries again. If a valid chain is now found, tloele asks for up-
dates for the non-updated certificates. If this does not wither, the node aborts
the authentication. Revocation is implicit (by certificaepiration time) or ex-
plicit (revocation statement from issuer to all partiest stared the certificate in
question.)

The problem of finding a certificate path is thus reduced tarid path between
two nodes in a directed graph, if there are enough certicdtethis, thesmall
world phenomenof®0] helps: such graphs formed of certificates given in an ad-
hoc network are conjectured to follow the following prinieip: 1. The graph
has small average shortest path length that scales logécahy with its size 2.
clustered vertices. (More information on the small worldd®lan certificate paths
can be found in [91].)

Users cross-check their certificates in order to detectaProtocol extension:
physical (one-hop) neighbours are considered “helpersipdéose repositories
a node can take advantage of if needed. If needed, a nodestadaload bal-
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ancing: a node gives a list of updated nodes that can updéesecertificates. Itis
important to notice that due to the extensive storing ofifiestes, authentication
may still be possible even when the network is partitioned.

5.3.2 Authentication in ad-hoc networks

Authentication is used both in trust management and seoutig. For example,
LHAP authenticates the sender. It is thought to preventkstebecause then the
attacker can be caught.

LHAP LHAP (A lightweight hop-by-hop authentication protocolrfad-hoc
networks) [92] provides network access control for preventesource consump-
tion attacks. Hop-by-hop authentication means that evederauthenticates the
packet before forwarding it. LHAP uses one-way key chaimbsrandified TESLA
(Subsection 2.3.4) for packet authentication and PKI fatsimapping trust. Un-
like TESLA, keys are revealed only when they have been usealitenticating
packets, not periodically. This way, when there is no trafeys do not go to
waste. A node commits to a key chain by signing the first usedwieh the
node’s public key, and thus the authentication of packdtedstrapped.

In this modified TESLA, a MAC key used in the previous packaligclosed in
the next packet. This means that the receiver can verify kgbamly after the
next one has arrived.

Packet authentication mechanism can tolerate packetslobseause later keys
can be verified by repeatedly applying the one-way functiotil the keys of
missing packets are skipped. TESLA's central securityessuo determine the
sending time of each packet.

LHAP works between the link layer and the network layer. lindependent
of the routing protocol used but assumes bidirectionaldifikke most routing
protocols). An assumption which is also needed is that waipeacket has been
sent but not yet received by immediate neighbour, the pack@iot be hijacked.

All nodes have to belong to the same autonomous system oméadrative unit
and the system has to have a loose time synchronisation ESLA).

“ A Trust-Based Security Architecture for Small and Medium-Sized Mobile Ad-
Hoc Networks”  The following is an example on how trust relations can be set
up in ad-hoc networks.
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[93] presents a security architecture using certificatel wust values. It ex-
tends a PKI. Three trust values are assigned to certifictessolution applies in
small/medium-sized network (size of the secure networly)onThe size limita-
tion is due to bootstrapping in the initialisation phaseichthas to be done man-
ually. The system is service-based (Jini-like), havingvfifers and users. Any
network node with enough capacity can assume the role ofettvécs directory,
if one is lacking. At least one administrator is assumed: esadministrative work
is acceptable to perform some key actions (initialise vétg joining, expelling).

Devices can be grouped under same administrative auti{detyices of one per-
son, group of persons, or organisation). Devices can bé&ckds virtual domains
Every device has to run at least one symmetric and one asymoroigher, and at
least one device has to have enough memory to keep a digitéilcege Store.

In this architecture, one device may host one or more loginéties: clients or
services: lookup (LS), registration (RS) and general serproviders. LS keeps
a list of available network services in the neighbourhoo8.igsues, renews and
revokes certificates with embedded trust information arep&ea database of the
digital certificates and their trust values. Certificatesrast only for identification
purposes but also for access control (credentials). Qeatifibears themaximum
trust value that the entity may have. Bootstrapping of thevaek is done with a
self-signed certificate by RS.

The status of an entity may be

1. anonymous guest: Entity is not registered, only publicises are available
toit.

2. identified guest: Entity is registered but has only shemt rights to ser-
vices.

3. permanent entity: Entity has long-term privileges thratset up at initiali-
sation.

Network perception is the “network’s common intelligencareputation based
trust system. The behaviour of clients prompts securitye/geports of network
offences or good behaviour). According to these, RS calesilaew trust values
and spreads them to other entities. A problem remains thigtenformation is
not possible in ad-hoc networks (services can be unavejlahbcal perception
and gossip mechanism come to help, The nodes store infamartid wait until
RS is available. If there is more than one RS, time stampésiflism different
RS:s are forwarded, and thus the lists are synchronisediditi@n, other entities
with enough resources can be demanded to store a local vefsioreport list. A
trade-off is in instantaneous network perception agairodiitity.
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Certificate revocation list (TICRL) is an extension of a reguertificate revoca-
tion list (CRL) containing trust information.

e Active entities: Entities that had any change in its trugtimation

e Suspended entities: Due to sudden loss of trust in a shdddef time,
these entities have all their rights suspended for a deteirperiod of time

e Blocked entities: Suspended for undetermined period oé tir@nly net-
work owner or admin can unblock an entity

e Revoked entities: Certificates have been revoked. Fuludist

In the initialisation phase, RS auto-signs a certificate enedites a long integer
for domain identifier. The nodes are pre-registered to domantity status, alias,
initial authentication method. The RS may also add new R8:the domain.

In the joining phase, a joining node is asked for an alias ankestication data.

RS then signs the node’s public certificate and, along theailoidentifier, sends

it encrypted to the node. A symmetric encryption key is detifrom the authen-

tication protocol, or alternatively an auxiliary channelised. Initial authentica-
tion method and entity status define the initial trust vaRermanent entities have
higher trust values than guest entities.

There are three trusts values: trust level, distrust lendlunknown factor. The
security events are classified in six categories:

o three regarding network offences (critical to light)

o three regarding nice behaviour (absence of faults to extissnurity aware-
ness)

Each RS builds only one TICRL regarding only certificateséskby it.

Application prototypes were made: digital signer and sealide-show. Clients
were forced to commit faults and the following network p@toen was observed.
The resulting fluctuation of trust information:

e initial trust value = 0.8, initial distrust value = 0.05 andkmown factor =
0.15

o after six network offences, trust = distrust = 0.5

o after ten offences, trust = 0.25, distrust = 0.75
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e (suspended and blocked states were artificially supprésstds example)

All and all, the network size-restriction to small and mediwas due to the partly
manual initialisation and applied only for the secure pathe network. Mobility
impacts report synchronisation among RS. Local perceiwh other entities
taking part in relaying, reports help fixing this problem. eT$ystem requires at
least one administrator. The handling of negative trugirinfition by ordinary
nodes opens possibilities for insider DoS attacks.

5.4 Group keys in hierarchical ad-hoc networks

The purpose of key establishment is to create a common key dooup of two
or more participants to be used for encryption and authatiic of their com-
munications. For two participants, the Diffie-Hellman kegleange [10] is often
the most convenient choice. The multi-party case requirgsreralisation of a
two-way key exchange.

There ardistributoryandcontributorygroup key protocols. A contributory pro-
tocol means that all participants take part in the key geiwerand guarantee for
their part that the resulting key is fresh. Key distribution the other hand, means
that the key is generated by one party and distributed tottrer participants. This
cannot be done without the help of a previously agreed-oreséuat is used in
encrypting the new session key. There is also a method dadlegre-distribution,
whereby the key is completely determined by the previoughged-on initial key
material.

In ad-hoc networks, every pair of nodes cannot reach eadr wiithin one hop.
This issue of restricted topology, what H. Shi and M. He [%] the neighbours
communication probleroan be alleviated by a careful choice for the graph struc-
ture that can be found in an arbitrary topology. A key agre@rpeotocol using a
spanning tree was presented in [95] and Di Crescenzo, {96]. A clustered hy-
brid protocol using the protocol in [95] in connection wittetBurmester-Desmedt
key agreement (BD) [97] is presented in [98].

5.4.1 Security requirements for group key establishment

In the context of group key exchange, implicit key autheattan means that a
participant can be sure that no-one outside the group can tha key without
the help of a dishonest participant. Key confirmation me&as after the key
has been established, the participants are assured thegitithate participants
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do share the same key. As this would require many all-to-aksages, which
may not even be possible in a sparse connection ad-hoc netaarieving key
confirmation is not practical. Explicit Key Authenticatioreans that both implicit
key authentication and key confirmation hold, i.e., all jggpaints are assured that
all legitimate participants know the key and no outsiders do

An active adversary should not be able to mislead honesicygmts as to the
final outcome. A compromise of past session keys should howval passive
adversary to find out future session keys and should not affgpersonation by an
active adversary in the future. Independence of long terthsiort term secrets
is important when there is an additional long term secresgmg for example,
private keys of a public-key algorithm or passwords usedithentication.

5.4.2 The challenges of group key establishment in ad-hocte
work environment

The limitations of ad-hoc network environment pose sometdralemands on
the group key establishment protocols. First, a globaldicast is most probably
out of the question, that is, it is not probable that an aabjtmode will have

direct connections to all other participant nodes. But anes@ccasions, a local
broadcast from a node to its neighbours is feasible. Alsdixed topology, such

as a ring or a star can be assumed. Consequently, protoqolising a specific

topology either cannot be used at all or become inefficient.

In other words, every pair of nodes cannot reach each othtmaone hop. The
issue, what H. Shi and M. He cdlhe neighbours communication probleran
be solved with the help of graph theory. This paper makes Gisespanning-
tree algorithm, see [95] and [96]. There are also algoritfongenerating more
balanced spanning trees. See, for example, a survey byes§8].

The lack of infrastructure means that there are initiallythiod parties that can be
trusted to calculate a random key safely and to distributéitack of common
history implies the lack of previously agreed shared secret

5.4.3 Background: group key agreement protocols

For the definitions of trees and other graph theoretic netigee, for example,
[100].
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The BD broadcast protocol The broadcast protocol [97] assumes that every
node is at a one hop distance from another. The protocol isnggitshed with
only two broadcasts per node.

BD protocol steps:
G is afinite cyclic group and is a generator of;.
1. Each noden; selects a random exponentand broadcasts = ¢"

2. Each noden; computes and broadcasts= (z;11/z;-11)"

3. Each node computes the sessionkey 27527 "2l 2 - - - Ty

TGDH Tree-based Group Diffie-Hellman (TGDH) [101] employs DifFiellman
key exchanges in binary key trees. The described key stricgsults from the
dynamic group key operations such as join, leave, merge artdipn. There is

no initial key agreement protocol.

The key structure in TGDH is very general, it can be used te@rites the key

structure of any bipartite group Diffie-Hellman key agreeinghere the resulting
keys are used recursively as the new exponents. For exathpl&ey structure
of the protocol Hypercube [102] is the same as that of TGDHh pwérfect binary

tree where all leaves are at the bottom level. Paper [108hetst TGDH protocol

to improve the computational efficiency by utilising pagibased cryptography.
They use bilinear pairings in a ternary key tree which aglieany two-party and
three-party key agreement protocol.

AT-GDH AT-GDH (Arbitrary Topology Generalisation of Diffie-Hellam) [95]
employs a spanning tree. A spanning tree contains only the lfop) links used
in initial key agreement. This avoids the neighbours comication problem, as
the Diffie-Hellman key exchanges are done only with one-heightbours. The
operations propagate over the network along the spanniggg tAT-GDH can
be used in any connected network topology with bidirectidinks, because a
spanning tree can always be constructed in such a network.

Allleaf nodes (nodes with no children) start by selectingredom secret exponent
and blind it and send the result to their respective pareitter a node has re-
ceived the blinded keys from all its children, they seleeiitexponents and form
Diffie-Hellman-type keys with their children repeatedlyingsthe resulting key as
the new exponent. When the root has received all the blindgd &f its children,
it repeats the same kind of computation as all the other paes. The secret
key formed thus between the root and its last child (and &kohodes) will be
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the shared session key material for the entire network. énldkt phase of the
protocol, the blinded keys needed for extracting the graeypdce propagated up
the tree from the parents to their children starting fromrwt.

AT-GDH does not contain group key management mechanismatbenticate
the resulting key explicitly. The number of synchronousnael AT-GDH needs
to gather and distribute the blinded keys is twice the hedfltie tree. The height
of the tree is assumed to be logarithmic to the number of nodé®e network,

depending on the spanning tree algorithm and the topologiyeafinderlying net-
work links.

Other protocols Di Crescenzo, et al., [96] approach the problem of arbitrary
topology from another angle than AT-GDH. They rigorouslyalgse the effect

of physical topology on the actual performance of some kegexgent protocols.
These include GDH.2 and the BD broadcast protocol. In theiheasis, they apply

a topology-driven simulation of the logical network oveyambitrary ad-hoc net-
work graph. In connection with the key agreement protodblsy use auxiliary
protocols in order to generate efficient embeddings of kgietworks over arbi-
trary ad-hoc networks. The auxiliary protocol suggestediémerating a spanning
tree is the same as in [95].

5.4.4 Group key establishment schemes for clustered ad-hoc
networks

A generic model for key establishment in clustered ad-hawoeks works along
these lines: First, nodes form clusters with some cluggeriethod. Then a back-
bone or a key-tree is formed from the clusters, sometimetdeeextends inside
clusters, sometimes the clusters are considered as siagéxyun the tree. After
this, the initial key agreement begins. Usually keys aral#sthed in subgraphs
first, and then combined for a whole group wide key. The Diffigiman key
exchange (bipartite or tripartite) is typically used resively as a basis for the
group keying. A group key is constructed so that every nodecetculate it using
its own secret and the blinded secrets of others, or cormbirsabf them. In some
scenarios the messages are signed and key confirmationgessa® sent for
authentication purposes.

Rhee, et al., [104] present an architecture for key manageiméierarchical mo-
bile ad-hoc networks. They use implicitly certified publieys (ICPK) [105], an
ID-based public key scheme where the public key of eachqgigatit is derived
from its identity. It provides computationally efficient pticit authentication. A
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key confirmation message added to the key agreement pratadas the proto-
col explicitly authenticated. A two layered hierarchy i@smpted by a physically
two-layered network, ground nodes and unmanned aeriatheshiThe layers use
different key management methods, the clusters of nodesvhede a centralised
system, while the aerial vehicles use TGDH. The centraléyestem inside clus-
ters is not contributory.

Another hierarchical key agreement is proposed in [106]is T a multilevel
hierarchy, where a node can have several cluster keys acgdodthe cluster and
its super-clusters it belongs to. However, it is not congletontributory. Keys
are agreed among cluster-heads on the same level and thehutiesl to their
respective clusters.

Hybrid key management [107] propose a clustered key establishment, where
each cluster selects a cluster-head that makes a key agreeitteother cluster-
heads. After that, the cluster-head distributes the kepéoctuster. Thus, other
nodes in the cluster do not contribute to the key. Clustegngade according to
the geometric locations of the nodes. The key agreementassete any group
key agreement protocol, for example GDH [108].

ACEKA A cluster-tree-based group key agreement ACEKA is present{®4].
ACEKA uses ternary trees with the Joux tripartite Diffie-lHedn key agree-
ment [109]. There is a virtual backbone and virtual nodegdiitzon to the real
nodes. ACEKA uses cluster-heads and “sponsors” for manegemuthentica-
tion is done by signing every message using ID-based cryppby, with a variant
of the EIGamal signature scheme.

5.4.5 Clustered AT-GDH

First, the network is divided into clusters with a clustgrmechanism that creates
very stable clusters. Nodes in a cluster are at a one hopdesfeom each other,
i.e., cliques. In this kind of a cluster, the most efficienogp key agreement
protocol is the BD broadcast protocol explained beforeakes only two rounds
of broadcasts, after which each node can calculate the congmap key from
its own secret exponent and the blinded shares of others.

When every cluster has a common secret key, the clusters aggeoup key by
AT-GDH protocol. Cluster-head can represent its cluster ase the cluster key
as its secret exponent, instead of selecting a randoenZ, in Round 1. (see the
box in Subsection 5.4.3). After the AT-GDH protocol run,stier-heads distribute
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(broadcast) the last received message in their clustenag@ther nodes can also
calculate the network wide group key.

Now that cluster-heads are not necessarily at a one homdesteom each other,
the messages need to be relayed. The gateways relaying fsages are mem-
bers of a cluster, and know the cluster secret already. Hewdvaffects the

communication complexity by adding extra links to the path.

Complexity theoretic analysis of performance This clustered group key agree-
ment is efficient when cliques are large. Radio connectioag cneate relatively
large cliqgues. The complexity was evaluated in respect thspnous rounds
and number of exponentiations. gynchronous roundneans that every partic-
ipant can send arbitrarily many packages concurrentlyimighsingle time tick
(round) or receive arbitrarily many at the beginning of armdu Thenumber of
exponentiationsgneans the total number (the sum) of exponentiations peddrm
by all participants.

Every clique forms a group key in two communication rounds,, iconstant
amount of rounds. In the end, cluster-heads broadcast yhgekes in one commu-
nication round. The complexity of this clustered key agreptis the complexity
of AT-GDH in the number of clusters plus a constant. The t@sgicommunica-
tion complexity is logarithmic to the number of clusters

The above analysis is done without considering the cost belting the protocol
in an arbitrary ad-hoc network topology. Thus, each prdt@evaluated in its
optimal network topology. However, AT-GDH requires as itskeedding only a
protocol for generating a spanning tree, which can be daherrafficiently. The
protocol described in [95] adds only communication rounds} equalling the
height of the tree, i.e., the eccentricity of the initiatimogde.

Adding authentication Previously group key agreements, like the authenti-
cated GDH, A-GDH, relied much on the implicit key authentica property:
The group key can not be constructed without the secret shfaome of the
participants. However, Pereira and Quisquater [110] shiatat it is impossi-
ble to design a scalable authenticated group key agreemetotcpl on the same
building blocks as A-GDH. Hence other authentication mdthare needed. Au-
thentication with ID-based crypto, such as the ICPK [109}lmukeys, with key
confirmation messages, could be used here, as it is indepeoidihe group key
establishment method used.

Literature surveys on different solutions for group key egement, see, for ex-
ample, [111, 112]. A survey of key management for secure group communica-
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tion” [111]
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Chapter 6

Requirements for a security
architecture

This chapter concentrates on the requirements that canrimduded from the
previous chapters. Especially, what is important in seguclustered ad-hoc net-
works and also what is needed from the clustering algoritisetfi

6.1 Securing routing

In order to make communications secure in ad-hoc networ&sieads to confront
the following issues:

1. The originating node should have reason to trust thatr atbdes will not
unnecessarily drop or delay its packets (nodes have reasmoperate).

2. The forwarding nodes should send packets to the righttitire (authentic-
ity and integrity of the routing tables).

3. The forwarding nodes should not be able to alter the semigreceiver
information of the packets (integrity of headers).

4. The forwarding nodes should not be able to alter the césitefthe mes-
sages (integrity of message).

5. The forwarding nodes should not be able to read the cantétite message
(confidentiality of the message).
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Secure communications in ad hoc networks
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Figure 6.1: Secure communications in ad-hoc networks
6. The receiving node should be able to verify the identityhef sender (au-
thenticity of the sender).
7. Duplicated packets should be detected (packet freshness

8. Resource consumption attacks should be prevented &gwng possibly
access control).

9. The nodes should be able to perform the computations désdihe most
critical network operations by using only the informatioroyided by its
neighbourhood (Locally computable solutions).

The desired functionality of the routing protocol could Escribed, for example,
with the following requirements.

e Packets travel from their source to intended destination

e The route used should not differ much from the optimal one
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e There is no unnecessary delays, or dropping of packets.

Requirements for secure routing could mean, at least, defegainst the (known)
routing attacks. Routing should be secure against specifiede attacks (all is
not possible) and against all passive attacks.

When planning the requirements, one should take into a¢¢bariollowing.
e What kinds of states will nodes have or how much memory withbeded?
e What is the resource consumption

o Will the security measures make new attacks easier? Dakaftmr exam-
ple?

e How much overhead will security bring?
Routing in clustered network could, for example, operatié@following way.

e Have functionality in the Internet-working level, be cowtienless.
e Hybrid system: proactive inside cluster
e Each node belongs to one and only one cluster

¢ “Distance-vector-like” routing tables: Tables have ezgrfor each node in
the same cluster and for each other cluster

e Basic idea of the routing protocol in two-tier ad-hoc netikgor

1. Hello messages broadcasted

2. Cluster formation

3. Finding routes (backbone and intra-cluster)
4. Routing tables ready

¢ Hello -messages are unauthenticated, or use cryptogediyhgenerated
identifiers. Messages can be time-stamped.

e There is no cluster-head but some nodes route message# toetighbour-
ing clusters (there can be many of these).

Routing should be able to withstand the attacks defined irs&tlon 3.1. This
means that the routing tables should maintain their intggrid authenticity. The
routing protocol should find routes in a way that createslsifiad routing tables.
Possible forgeries in the routing tables should be detected
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6.2 Requirements for clustering

An ad-hoc network with clusters has additional propertiEse clusters are as-
sumed to stay together longer than the nodes do in averagste® are supposed
to have more stable internal connections due to the greateusmat of links be-
tween nodes in a same cluster. When clusters form as a résdtme common
background, they are likely to have a lot of internal comroations as well. How-
ever, when nodes are no longer equally important in maiimgiconnectivity, a
well-connected node (cluster-head) may become a singie pbfailure, a target
for attacks aimed at cutting down the cluster’s connectioregher clusters. Very
deep hierarchies can reduce the amount of routes, whichealde to weak points
in the network. Routing attacks can also be targeted toadistmation, by us-
ing a wormhole to make unpractical cluster formations. Weehte following
additional requirements for clustered ad-hoc network sgcu

e The cluster should have means for fast confidential comnatioits be-
tween members of the cluster (common encryption key, greyp k

e The members of a cluster should be able to maintain strosgrelations.

e When naming a cluster-head is not avoidable, the role of astefthead
should be easily transferable to another node in a cluster.

Two-tier networks without specific cluster-heads have &sgle points of fail-
ure. Clustering should be locally computable. Clusterirgghnds are preferred
in which the nodes in a cluster stay together much longertt@nodes do in av-
erage. This is obviously difficult to predict but we assune tusters are formed
so that when links fail between two nodes inside a clustenettare still other
nodes in the cluster that can route between the nodes withetielp of outsider.
If not, the cluster breaks, and the nodes outside the closterections join a new
cluster. Intuitively, the likelihood of long-lived clustegrows when the ratio of
links inside a cluster versus links going out of it grows.

This means that the internal connections of a cluster are stable. When clus-
ters form a group, they are likely to have a lot of internal cammications. The
stability of a cluster is important when using a reputatigstesm for cooperation
management, in order to keep track of the behaviour of neigtibg nodes and
form stronger trust relations.
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6.3 Enabling network connectivity and stimulating
cooperation

If negative reputation is allowed, a malicious node canriguatly attack a well-
behaving node by spreading false information on its behavidonsequently, the
well-behaving node’s packets get low priority or the node egen be shut out of
the network or face whatever measures the other partiessehtoatake towards
a uncooperative or compromised node. Therefore, a repatayistem should be
used with care, for example, by banning the spreading oftivegaformation, or
using it only in context with threshold systems, were only aliéion of multiple
nodes can give negative information on a node.

Trading tokens has other problems: what if someone jusstéie tokens and
moves from reach before forwarding packets? What if theeeadinite number
of tokens and a compromised node has more energy than otdeshd hen the
node can make a DoS attack by not sending own packets andrébngaothers’
packets until the system runs out of tokens.

A clustered solution for cooperation is sketched in [113jeTdea in this frame-
work is to use a reputation system within clusters and betvehesters a mech-
anism similar to token-trading. Assuming the clusters dnmaoderate sizes and
long-lived, this approach will make the best of both worlteng-lived clusters

together with the trust relations inside clusters make ta&mn systems feasible.
Having token trading between clusters only can reduce theagement of the
currency system.

6.3.1 Cooperation inside a cluster

Clusters form communities, where reputation is the mairho:for stimulating
cooperation. The nodes observe the behaviour of the otherbers of a cluster,
specifically, packet forwarding and reporting. Clustersuaeshared secret (for
example a threshold secret) to manage the reputation siheesch node. If a
node drops too many packets, its priority in packet forwagds reduced and if it
gives false report of another node, its reports can be igharether actions taken
towards it.

6.3.2 Cooperation between clusters

A cluster has a common secret or a public-private key paiichvis used for
signing in transactions between clusters. There can bdwal/zurrency system
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or the clusters can “loan” packet-forwarding services fieach other.

6.4 Managing security associations and trust rela-
tions

6.4.1 Trust relations inside a cluster

The nodes inside a cluster are likely to be more connecteddo ether, thus pro-
tocols requiring on-line contacissidea cluster may still be realistic. Therefore,
a system with public keys and a local central entity is pdssiltiowever, as a
cluster can still be split, the role of central entity shob&ldivided by more than
one node

6.4.2 Trust relations between clusters

As we have a two-tier hierarchy, cluster-heads do not haeata entity between
themselves that could work as a trusted party. Trust relatlietween clusters
could be arranged by having cluster-heads or clusterdycedch other with the
help of certificate repositories, as has been done in [89].

6.5 Secure communications

Clusters may have needs for common session keys for fasymadrcommu-
nication inside the cluster. Group key systems are usefulhfese: a common
symmetric key can be used in encrypting a message meantl foodds inside
a cluster, and the same message is forwarded between chastes, instead of
sending a separate message for each member of the clustempted with the
respective public key of each node. These keys can be cred@tedor example,
a group key agreement, using shares from every node in glastbas been done
in [95].
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6.6 Summary of the most important requirements

routing security authentication, time stamps
cooperation method locally countable, reciprocal
managing trust relationsdistributed

communication not too heavy, distributed, secure 1 1

clustering loc. countable, stable clusters, B I b I |Og rap hy
no single points of failure
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