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ABSTRACT: Boolean equation systems are ordered sequences of Boolean
equations decorated with fixpoint operators. Boolean equation systems pro-
vide a useful framework for computer aided verification because various spec-
ification and verification problems can be encoded as the problem of solving
such fixpoint equation systems. In this work, techniques for finding solutions
to Boolean equation systems are studied, and new methods for solving such
systems are devised. An approach to solve a general form Boolean equation
system, which simplifies the process of finding the solution by dividing the
system into more simple subsystems and solving these by optimized proce-
dures, is introduced and analyzed. New solution algorithms for disjunctive
and conjunctive classes of Boolean equation systems are presented, together
with an implementation and experimental evaluation of a solver for these
classes. A novel translation of the problem of solving a general form Boolean
equation system into the problem of finding a stable model of a logic pro-
gram is given. The translation allows to use an implementation of an answer
set programming framework, the Smodels system, to solve Boolean equation
systems. Experimental tests have been performed using the presented ap-
proach and these experiments indicate the effectiveness of using answer set
programming in this problem domain.

KEYWORDS: Boolean equation systems, computer aided verification, model
checking, logic programs, stable model semantics
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1 INTRODUCTION

In this report, we study Boolean equation systems [1, 42, 45, 57]. These are
ordered sequences of Boolean equations decorated with fixpoint signs. More
precisely, a Boolean equation system consists of equations with Boolean vari-
ables in lefthand sides and positive propositional formulas in right-hand
sides. In particular, we restrict the attention to solution techniques for Boolean
equation systems. The research topic belongs to the area of formal verifica-
tion but more specifically it addresses effective ways of solving systems of
fixpoint equations.

Boolean equation systems provide a useful framework for studying veri-
fication problems of finite-state concurrent systems, mainly because model
checking problem of fi-calculus [35] can be translated into this formalism
(see [4, 42, 45] for such translations). Model checking is a verification tech-
nique aimed at determining whether a system model satisfies desired prop-
erties expressed as temporal logic formulas (see [11] for a survey). Modal
p-calculus [35] is an expressive logic for verification, and most model check-
ing logics can be encoded in the p-calculus.

In the following subsections, we will briefly discuss related work, we will
state the contributions of this report, and, finally, we will outline the general
organization of the work.

1.1 Related Work

The notion of a Boolean equation system goes back at least to the work of
Larsen [37], where he presents an early form of a Boolean equation system.
Larsen gives a sound and complete proof system for Boolean equation sys-
tems consisting of minimal fixpoint equations. Larsen shows also how sim-
ple correctness questions of finite-state parallel systems can be solved in this
framework. In the same way, Boolean equation systems are studied in detail,
for example, by Vergauven and Lewi [57], and by Andersen and Vergauven
[2].

In [42], Mader studies basic properties of Boolean equation systems. Mader
shows how the model checking problem of full p-calculus can be solved in
terms of Boolean equation systems. In addition, she provides a proof system
for solving general Boolean equation systems by means of algebraic manip-
ulations. Such an approach is also applicable to solve infinite systems of
equations, an extension of Boolean equation systems to infinite sequences of
Boolean equations involving infinite Boolean formulas.

In [45], Mateescu describes solution algorithms for alternation-free Boolean
equation system. The approach from [45] can be used for both bisimulation
checking and for model checking of alternation-free pi-calculus on finite-state
systems. Furthermore, in [44], Mateescu provides algorithms that can be
used to compute counterexamples as well as diagnostic information explain-
ing the solution computed to a given variable of a Boolean equation system.

In [36], Kumar and others apply answer set programming to solve Boolean
equation systems. They argue that general form Boolean equation systems
can be solved by translating them to propositional normal logic programs,
and computing stable models which satisty certain criteria of preference.
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There is also a recent direction of research centred around an extension
of Boolean equation systems with data. Such systems are often called pa-
rameterized Boolean equation systems and they are also known as first-order
Boolean equation systems. In [25], Groote and Willemse show how a p-
calculus formula and a process algebraic specification, both involving data
parameters, can be transformed into a parameterized Boolean equation sys-
tem. In [26], various solution methods for parameterized Boolean equation
systems are studied. An advantage of this kind of approach is that it allows for
dealing with the verification of infinite state systems.

Rather than providing a comprehensive list of work in the field with a
special reference to Boolean equation systems, the above list of results shows
that fixpoint equation systems have been studied in some depth in the recent
systems verification literature.

1.2 Contribution of the Report

Firstly, the work reports a general framework that allows for dividing Boolean
equation systems into individual blocks and solving the blocks in isolation
with special methods. The framework is based on two fundamental design
decisions.  Firstly, the framework uses graph-theoretic techniques to effi-
ciently build a block partitioning of a Boolean equation system. Then, the
framework solves the resulting blocks using a customized solution method
for each partition of the underlying Boolean equation system. This enables
considerable optimization of the solution methods.

Secondly, the work presents novel solution methods for important sub-
classes of Boolean equation systems. In particular, we study solution methods
for Boolean equation systems which are either in conjunctive or disjunctive
form. This is motivated by the observation [23] that many practically rele-
vant p-calculus formulas can be encoded as Boolean equation systems that
consist of conjunctive and disjunctive blocks. Hence, the problem of solv-
ing these subclasses is so important that developing special purpose solution
techniques for these classes is worthwhile.

Mateescu [45] presents a solution algorithm for disjunctive/conjunctive
Boolean equation systems. However, this approach is restricted to alternation-
free systems. We are only aware of one sketch of an algorithm that is directed
to alternating disjunctive/conjunctive Boolean equation systems, namely Propo-
sition 6.5 and 6.6 of [42]. Here a O(n?) time and O(n?) space algorithms are
provided where n is the number of variables!. Our algorithms [23, 24] are
substantial improvement over this.

The work presents efficient solution methods for general form Boolean
equation systems for which no polynomial time solution algorithms are known
to date. Since the problem of solving a general Boolean equation system is
in the complexity class NP N co-NP [42], it should be possible to employ fast
answer set programming solvers (such as DLV and Smodels) as effective proof

"The work [42] presents an O(n?) time algorithm assuming the existence of an algorithm
which allows union of (large) sets, and finding and deletion of elements in these sets in
constant time. However, we are not aware of any data structure which allows all of these
operations in constant time.
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engines to solve such Boolean equation systems”. As mentioned before, this
kind of approach is already suggested in [36].

But, while the translation from Boolean equation systems to logic pro-
grams presented in [36] preserves the linear-time complexity of solving alternation-
free Boolean equation systems, it does not preserve the polynomial time
complexity of solving conjunctive and disjunctive form Boolean equation
systems. Moreover, the approach proposed in [36] does not seem to preserve
the best known NPNco-NP time complexity of solving general Boolean equa-
tion systems. An additional drawback of the approach from [36] is that typical
answer set programming systems (such as DLV and Smodels) do not support
the computation of answer sets satisfying the kind of preference criteria de-
fined in [36].

We overcome the above drawbacks by introducing a novel mapping [32]
from Boolean equation systems to normal logic programs. Namely, we re-
duce the problem of solving alternating Boolean equation systems to com-
puting stable models of normal logic programs. Our translation is such that it
ensures polynomial time complexity of solving both disjunctive and conjunc-
tive alternating systems, and also ensures NPNco-NP time complexity of solv-
ing general form Boolean equation systems. In addition, our translation only
uses the kinds of rules that are already implemented in DLV and Smodels an-
swer set programming systems.

Finally, it is worthwhile to observe that, by computational complexity re-
sults, it is possible to construct a mapping from Boolean equation systems
to propositional satishability (for a description of propositional satishability
problem, see p. 77 in [49]).> In principle, this kind of mapping would give
a way to solve Boolean equation systems with various propositional satisfia-
bility checkers. However, no mappings from Boolean equation systems to
propositional satisfiability has been presented in the literature. One can use
our translation from Boolean equation systems to normal logic programs as
a basis for such a mapping because there exists a succinct encoding [29] of
normal logic programs as propositional satisfability.

In summary, the main contributions of this work are:

e The design of an approach to solve a general form Boolean equation
system which works by dividing the system into individual blocks and
solving these blocks in isolation. This simplifies the process of finding
solutions to Boolean equation systems in many settings. The approach
is presented and discussed in [32, 23].

e The introduction of novel solution algorithms for conjunctive and dis-
junctive classes of Boolean equation systems. This improves the best
known upper bound for solving conjunctive and disjunctive portions of
a Boolean equation system and makes the verification of a large class

For example, see http://www.dbai.tuwien.ac.at/proj/dlv/ and http://www.
tcs.hut.fi/Software/smodels/) for descriptions of these answer set programming sys-
tems.

*Note that the problem of solving a Boolean equation system is itself very different from
the satishability problem of propositional logic. Indeed, the question of satisfiability does
not make a clear sense in the setting of Boolean equation systems because the propositional
formulas appearing in such systems are positive, and all positive Boolean formulas are always
satishiable.
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of fixpoint expressions more tractable. These results are presented and

discussed in [23, 24].

e 'The development of a novel characterization of solutions to Boolean
equation systems with alternating fixed points, and the design of a map-
ping from such systems to normal logic programs. This enables the ap-
plication of answer set programming techniques to solve hard instances
of Boolean equation systems, and gives a new efhcient way of solving
alternating portions of such systems. The approach is presented and
discussed in [32]. In addition, when combined with the results from
[29], our translation enables the the application of propositional satis-
fiability checkers to solve Boolean equation systems.

e The implementation and initial experimental evaluation of a solver
for conjunctive and disjunctive Boolean equation systems with alter-
nation. These are described in [23], and are also presented partly in

31].

e The implementation and initial experimentation of the answer set pro-
gramming approach to solve alternating Boolean equation systems, as
a proof of concept on the simplicity and effectiveness of using logic
programming in this problem domain. These results are described in

32].

1.3 Organization of the Report

4 1

The organization of this work is as follows. Section 2 provides the needed
background to read the work. Section 3 presents an overview of our general
framework to solve a Boolean equation system. Section 4 discusses solution
methods for alternation-free parts of Boolean equation systems. Section 5 de-
scribes algorithms for conjunctive and disjunctive cases of a Boolean equa-
tion system. Section 6 details an answer set programming approach to solve
general form, alternating parts of Boolean equation systems. Section 7 de-
tails some case studies. Finally, Section 8 presents conclusions, and suggests
directions for future work.

INTRODUCTION



2 BACKGROUND

This section presents some basic concepts that will be required in the fol-
lowing sections. The current section presents essentially an introduction to
Boolean equation systems, modal p-calculus, and answer set programming.

2.1 Boolean Equation Systems

2

We will give in this subsection a short presentation of Boolean equation sys-
tems. Essentially, a Boolean equation system is an ordered sequence of fixed
point equations over Boolean variables, with associated signs, i and v, speci-
fying the polarity of the fixed points. The equations are of the form oz = «,
where « is a positive Boolean expression. The sign, o, is i if the equation is a
least fixed point equation and v if it is a greatest fixed point equation. In the
following subsections, we will first define positive Boolean expressions, and
then define the syntax and semantics of Boolean equation systems.

Syntax of Boolean Equation Systems

Let X = {x1,29,...,2,} be a set of Boolean variables. The set of positive
Boolean expressions over X" is denoted by B(X'), and is given by the gram-
mar:

az=0|1]|z;|aNa|aVa

where 0 stands for false, 1 stands for true, and z; € X. The meaning of
positive Boolean expressions is trivially defined as the usual semantics for
Boolean formulas.

We define the syntax of Boolean equation systems as follows.

Definition 1 (The syntax of a Boolean equation system) A Boolean equation
is of the form o;x; = «;, where o; € {p, v}, x; € X, and o; € B(X).
A Boolean equation system is an ordered sequence of Boolean equations

(0'11’1 = &1)(0’21’2 = 042) e (O’nl’n = Oén)

where the left-hand sides of the equations are all different. We assume that
all right-hand side variables are from X .

The priority ordering on variables and equations of a Boolean equation sys-
tem is important for it ensures the existence of a unique solution. But, before
turning to the semantics of Boolean equation systems, let us first define some
useful syntactic notions.

In order to formally estimate the computational costs we need to define
the size and the alternation depth of Boolean equation systems.

Definition 2 (The size of a Boolean equation system) 'The size of a Boolean
equation system

(0'11’1 = &1)(0’21’2 = 042) e (O’nl’n = Oén)

BACKGROUND 5



IS .
i=1

where || is the number of variables in .

We have taken a definition of alternation depth based on the sequential
occurrences of p’s and v’s in a Boolean equation system. More formally, the
notion of alternation depth can be defined as follows.

Definition 3 (The alternation depth of a Boolean equation system) Let
E = (o111 = q)(09me = ) ... (Opzp = v

be a Boolean equation system. The alternation depth of £, denoted by ad(E),
is the number of variables z; (1 < j < n) such that o; # 0;41.

An alternative definition of alternation depth which abstracts from the syntac-
tical appearance can be found in Definition 3.34 of [42]. The idea is that to
determine the alternation depth only chains of equations in a Boolean equa-
tion system must be followed that depend on each other. Using for instance
Lemma 3.22 of [42] a Boolean equation system can be reordered such that
our notion of alternation depth and the notion of [42] coincide.

Notice that for each equation system & with variables from X we have that
ad(&) < |X|. That is, the alternation depth of a Boolean equation system is
always less than the number of variables involved.

As pointed out in [42] (see Proposition 3.31), for each system & there is
another system £’ in a standard form such that £ preserves the solution of £
and has size linear in the size of £.

Definition 4 (Standard form Boolean equation systems) A Boolean equa-
tion system

(0'1.1’1 = &1)(0’21’2 = 042) Ce (O’nl’n = Oén)

is in standard form if, for 1 < i < n, the right-hand side expression «; has
the form y o z ory where o € {A\,V} andy, z € {x1,29,...,2,} U{0,1}.

The transformation from unrestricted Boolean equation systems to stan-
dard form systems is based on the fact that, for each Boolean equation (cx =
yoa) with o € {A,V}and 0 € {u, v}, we can always introduce a new
variable z and replace the equation by two consecutive equations (cz =
yoz)(oz = a).

In the sequel, we will restrict to standard form Boolean equation systems.

Local Semantics of Boolean Equation Systems

The semantical interpretation of Boolean equation systems is such that each
system has a uniquely determined solution. Informally, the solution is a
valuation assigning a constant value in {0, 1} to variables occurring in the
system. More precisely, the solution is a truth assignment to the variables
{21, 9, ..., x,} satistying the fixed point equations such that the right-most
equations have higher priority over left-most equations (see, e.g., [1, 42]).

2 BACKGROUND



2

In particular, we are interested in the value of the left-most variable 2,
and we call this value the solution of a Boolean equation system. Such a
local solution can be characterized in the following way.

Let a be a closed positive Boolean expression (i.e. without occurrences
of variables in X'). Then « has a uniquely determined value in the set {0, 1}
which we denote by ||a||. We define a substitution for positive Boolean ex-
pressions. Given Boolean expressions a, § € B(X), let afx /3] denote the
expression v where all occurrences of variable  are substituted by 3 simul-
taneously.

Similarly, we extend the definition of substitutions to Boolean equation
systems in the following way. Let £ be a Boolean equation system over X,
and let z € X and o € B(X). A substitution £[z/a] means the operation
where [x/a] is applied simultaneously to all right-hand sides of equations in
E. We suppose that substitution o[z /«] has priority over £[x/al].

The following definition of the solution is from [32].

Definition 5 (The local solution to a Boolean equation system) The solu-
tion to a Boolean equation system &, denoted by [£], is a Boolean value

inductively defined by

£l — ||ee[z /b, ]| it £ is of the form (ox = «)
€)= { [E'[x/alz/b,]]] ifE is of the form &' (ox = «)

where b, is 0 when o = p, and b, is 1 when o = v.

The following example illustrates the definition of the solution.

Example 6 Let X be the set {z1, x2, 3} and assume we are given a Boolean
equation system

&1 = (vry = 29 A xy)(puxe = o1 V 23) (VX3 = X3).

The local solution, [&;], of variable zy in &; is given by
vry = xo A xy) (e = 21 V x3) (Vs = x3)] =

(Ha2 =21V 23)[23/1]] =

(pwy =21 V1)] =

T
B
I
=
[N}
>
8
5

A FFa /Fa /a /4
N N N N
<
=
=
8
[\e}
>
8
—

— — — —

<
=
|
£}
—
<
—_
>
=
Il
gy
<
N
>
—_
Il
—_

We have taken a definition of the semantics which is non-standard in the
sense that it characterizes a local value only for the least variable x;. This
deviates from the standard definition of a solution to a Boolean equation
system which gives a global solution, i.e. solutions to all variables.

Global Semantics of Boolean Equation Systems

As opposed to Definition 5, the standard semantics of Boolean equation sys-
tems provides a uniquely determined solution to each variable of a Boolean
equation system. According to the standard definition, a solution is a valu-
ation assigning a constant value in {0, 1} to all variables occurring in a sys-
tem. To illustrate the difference, we restate here the standard semantics but
a reader familiar with the standard semantics may well skip this subsection.
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Let 0 stand for a valuation which is a function § : X — {0,1}. Let
O[z:=a] denote the valuation that coincides with 6 for all variables except
x which has the value a. Similarly, given distinct variables z;,...,x; € X,
Olx;:=a,, ..., r;:=a,;] denotes the valuation that coincides with 6 for all vari-
ables except for z;, ..., x; which have the values a;, ..., a;.

We extend the definition of valuations to terms in the standard way. So,
f(«) is the value of the term « after replacing each free variable = in a by
0(z). We suppose that [x:=a] has priority over all operations and 0[x:=a]
stands for (f[x:=a]). Similarly, we apply [z:=a] to terms; a[z:=a] indicates
the term a where all occurrences of = have been replaced by a.

The standard, global definition of a solution to a Boolean equation system
is given as follows (see also, e.g., Definition 3.3 in [42]).

Definition 7 (The global solution to a Boolean equation system) The global
solution to a Boolean equation system & relative to a valuation 6, denoted by
[€]6, is an assignment inductively defined by

[e]6 =0
_ _ [ [El0[zi=MIN (5, i, €,0)]  ifo; =
[(osx; = o) E]0 = { [E]6[zi:=MAX (2;.0, E,0)] ifo; = 5

Here
MIN (z;, o, €,0) = N a|a;([E](O]xi:=a))) = a}
MAX (z;,04,€,0) = \{ala = o,;([€](0]z;:=a]))}

where x; is a variable in X, «; a positive Boolean formula over variables in
X, € a Boolean equation system, and 6 a valuation. Notice that e denotes
an empty Boolean equation system, the operator \/ denotes the least upper
bound and A the greatest lower bound of the Boolean lattice ({0,1},=>).

The above standard definition of a solution to a Boolean equation system has
quite a complex nature, as exemplified with a simple system below.

Example 8 Let X be the set {x1, 22} and assume we are given a Boolean
equation system & = (uxy = x3)(vry = 7). According to Definition 7,
the solution to this system is calculated as follows. Consider an arbitrary
valuation 0. First, we calculate

Olwr:=MIN (21, 29, (vs = 1), 0)]. (1)
Thus, we calculate
MIN (x4, x9, (vzy = 21),0) = /\{a|x2([[(mz2 = x1)](0[z1:=a])) = a}
and within this
[(vey = 21)[(O[z1:= al) = [(vzy = 21)e] (B[z1:= a]) =

[e](0]x1:=a, xo:=MAX (x5, 1, €, (0[x1:=al))]) = Olx1:=a, x2:=al].

Now, (2) = N{ala = a} = A{0,1} = 0. Thus, (1) is v[z,:=0]. Hence, the
solution to &, is:
[(nay = w2)(vry = 21)]0 =

2 BACKGROUND



[(vry = x1)]0lx1:=MIN (21, 22, (Ve = 21),0)] =
[(v02 = 2)10lr=0] =

[e]0]x1:=0, xo:=MAX (29, x1, €, 0[x1:=0])] =
H[I‘l —0 To. —0]

When applied to non-trivial Boolean equation systems, i.e. to systems in-
volving more than two simple equations, the standard definition of the se-
mantics is quite tedious. Therefore, in this report we have adopted the local
semantics given in Definition 5.

But, notice that our local definition can easily be used to find the global
solutions as well. Of course, the local semantics in Definition 5 coincides
with the above standard semantics in Definition 7.

There are also alternative characterizations of the solution to a Boolean

equation system which help to provide more insight, for instance Proposi-
tion 3.6 in [42] and Definition 1.4.10 in [4].

2.2 Graph Representation of Boolean Equation Systems

Given a Boolean equation system we can define a variable dependency graph
similar to a Boolean graph in [1] which provides a representation of the de-
pendencies between the variables.

Definition 9 (Dependency graph) Let £ be a standard form Boolean equa-
tion system

(0'1.1’1 = ()61)(0'2.1’2 = 042) e (O'n.l’n = Oén).

The dependency graph of € is a directed graph G¢ = (V, E, () where
o V ={i|1<i<n} isthe set of nodes;

e E C V x V is the set of edges such that, for all equations o; x; = «,
(i,7) € E it a variable x; occurs in «;

e [ is a labelling function defined by ¢(i) =

We often omit the labelling function ¢ from the dependency graphs when it
is not of particular importance.

We now define some graph-theoretic notions concerning dependency graphs
of Boolean equation systems which will be used throughout this report.

Definition 10 (Paths of dependency graphs) A path of length k from a node

i toanode j in a dependency graph G¢ = (V, E, () is a sequence (vg, v1, Vg, ..., Uk)
of nodes such thati = vy, j = vy, and (v;_1,v;) € E fori = 1,2,...,k. The
path contains the the nodes vy, vy, va, ..., V.

Definition 11 (Reachability) A node j is reachable from node i in a depen-
dency graph G, if there is a path in G¢ from i to j.

Definition 12 (Cycles) A path (vo, v1, v, ..., vy) appearing in a dependency
graph G¢ is a cycle if vy = vy, and it is of length k > 2.

2 BACKGROUND 9
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2

(vey = x9 A 27) Q—»Q .?Q
(uxe = 1 V 3)
(V.T3 = .I‘3)

Figure 1: The dependency graph of Boolean equation system &; in Exam-
ple 6.

Based on these standard concepts, we may introduce some additional terms.

We say that a variable x; depends on variable z; in a Boolean equation
system &, if the dependency graph G¢ of £ contains a directed path from
node i to node j. It is said that two variables z; and x; are mutually depen-
dent, if z; depends on z; and vice versa. In general, it is said that a Boolean
equation system is alternation-free, if z; and x; are mutually dependent im-
plies that o; = o} holds. Otherwise, the Boolean equation system is said to
be alternating.

An important notion, which will be used in our mapping from Boolean
equation systems to normal logic programs, is self-dependency. We say that a
variable x; is self-dependent, if z; depends on itself such that no variable z;
with j < 7 occurs in this chain of dependencies. More precisely, the notion
of self-dependency can be defined in the following way.

(V, E,{) be its
(V. ETk, £) by

Definition 13 Given a Boolean equation system &, let G¢
dependency graph and k € V. We define the graph Gk
taking

o Elk={(i,j) € E|i>kandj>k}.

The variable zy, is said to be self-dependent in the system &, it node k is
reachable from itself in the graph G k.

As with dependency graphs, we often omit the labelling function ¢ from a
restricted graph Gk when it is not of particular importance. Let us consider
a simple example below.

Example 14 Consider the Boolean equation system &; of Example 6. The
dependency graph of & is depicted in Figure 1. The system &, is in standard
form and is alternating, because it contains alternating fixed points with mu-
tually dependent variables having different signs, like z1 and x5 with o1 # 0.
Notice that two variables are mutually dependent when they appear on a
same cycle in the dependency graph. The variables x1 and x5 of £; are self-
dependent, but z5 is not as G2 = ({1,2,3},{(2,3),(3,3)}) contains no
loop from node 2 to itself.

Finally, we define maximal strongly connected components of a depen-
dency graph. This definition will be needed in partitioning a Boolean equa-
tion system into blocks as explained in Section 3.

BACKGROUND



Definition 15 (Strongly connected components) A strongly connected com-
ponent (SCC) in a graph G = (V, E, () is a set of nodes W C V such that,
for each pair of nodes k,l € W, [ is reachable from k in E. A strongly con-
nected component is called maximal if there does not exist a larger set of
nodes which is also a strongly connected component. A maxiaml strongly
connected component is called trivial, if it consists of one vertexv € V, and
there is no edge (v,v) € E. A maximal strongly connected component is
non-trivial, if it is not trivial.

These graph-theoretic notions and definitions are very standard in the litera-
ture.

2.3 Modal u-Calculus

In this subsection, we will briefly give the basic definitions concerning modal
p~calculus [35]. The modal p-calculus is based on fixpoint computations
[56], and a more detailed survey on this logic can be found from [9]. In this
subsection, we will also discuss the connections between p-calculus model
checking problem and Boolean equation systems.

Syntax of y-Calculus
Modal pi-calculus [35] is an expressive logic for system verification, and most
model checking logics can be encoded in the p-calculus. Many impor-
tant features of system models, like equivalence/preorder relations and fair-
ness constraints, can also be expressed with the logic. For these reasons,
p-calculus is a logic widely studied in the recent systems verification litera-
ture.

We define the syntax of modal p-calculus in positive normal form. Let
Z be a set of recursion variables (indicated by X,Y, Z...). Let £ be a set
of action labels (indicated by a, b, ¢, .. .). Then, the set of modal u-calculus
formulas with respect to Z and L is defined as follows:

Du= L|T|X|DADy| 0 VD |[a® ] (a)® | uX.D|vX.D

As usual, for the above syntax we assume that modal operators ([a] and (a))
have higher precedence than Boolean connectives (A and V), and that fix-
point operators (4 and v) have lowest precedence.

In addition, we will make use of some extensions to the above syntax which
are very standard in the literature. For instance, the notation [—]® means

Va € L : [a]®, and notation [—b]® means Va € L\ {b} : [a]D.

Semantics of ;-Calculus

Given a set L of action labels, formulas of modal p-calculus are interpreted
relative to a labelled transition system 7 = (S, {-% | a € L}) where S is a
(finite) set of states and, for every a € L, relation --C S x S is a transition
relation. We will write (s,t) €% as s > t.

A valuation function V assigns to every variable X € Z a set of states
V(X) C S meaning that variable Z holds for all states in V(X). Let V[X/5’]

be the valuation which maps X to S’ and otherwise agrees with valuation V.
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Then, the semantics of a u-calculus formula ®, relative to a transition sys-
tem 7 and a valuation V), is a set of states || ®||3, which is defined inductively
as follows:

1L =0
ITIS =5
I1Z|Fy =v(2)

1@ A @[55 = [[@4][5 0 [[ @IS
1@V @o |35 = [[@4][5 U (@25
llal 5 = {s | Vt.s = t =t € | D[}
{a)@I% = {s | Ft.s = tAt € [|R]T}
|nX. @15 = ({S" S ST @lxysy S 5

v X.®|% = U{S' C S| ClPDxsst

Given a p-calculus formula ® and a state s of a labelled transition system
T, state s satisfies @ iff s € ||®[|Z; as usual, this is written as 7', s |= ®.
The model checking problem for pi-calculus can be stated as follows.

Definition 16 (p-calculus model checking) Given a p-calculus formula ®
and a state s of a labelled transition system 7T , the pi-calculus model checking
problem is to determine whether 7, s |= ® holds.

It is well-known that the p-calculus model checking problem is in the com-
plexity class NP N co-NP. Emerson, Jutla, and Sistla [18, 19] show that the
problem can be reduced to determining the winner in a parity game, and
thus is in NP (and also by symmetry in co-NP). Jurdzinsky [30] show that the
problem is even in the complexity class UP N co-UP. Yet, the complexity of
the pi-calculus model checking problem for the unrestricted logic is an open
problem; no polynomial algorithm has been discovered so far.

Nevertheless, various effective model checking algorithms exist for expres-
sive subsets. Arnold and Crubille [3] present an algorithm for checking al-
ternation depth 1 formulas of p-calculus which is linear in the size of the
model and quadratic in the size of the formula. Cleaveland and Steffen [13]
improve this result by making the algorithm linear also in the size of the
formula. Andersen [1], and similarly Vergauwen and Lewi [57], show how
model checking alternation depth 1 formulas amounts to the evaluation of
boolean graphs, resulting also in linear time techniques for model checking
alternation depth 1 formulas. Even more expressive subsets of p-calculus
have been investigated by Bhat and Cleaveland [5] as well as Emerson et
al. [18, 19]. They present polynomial time model checking algorithms for
fragments L] and L2 which may contain alternating fixed point formulas.
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| Property | Formula

No deadlock can occur vZ([-]Z N {(=)T)
(i.e. in all states some action is enabled).
An error action does not occur vZ.(lerror|L A [—]Z)

along any execution path.

A send action is always eventually followed | v X.([=]X A [send|uY.(—)YV

by a receive action. (receive)T)

There are no executions where a request vX.uYvZ.([request) X A\
action is enabled infinitely often but ([request] LV [—request]Y)A
occurs only finitely often. [—request|Z)

Figure 2: Examples of properties expressed in modal p-calculus.

Modal p-calculus allows to express very concisely a wide range of useful
properties of finite-state concurrent systems. Figure 2 shows some typical ex-
amples of such properties encoded as modal p-calculus formulas (for a com-
prehensive survey of the use of fixpoint operators, see [9]). More examples of
formulas expressing system properties will be given in Section 7.

From p-Calculus to Boolean Equation Systems

In this report, instead of treating p-calculus expressions together with their
semantics we work with the more flexible formalism of Boolean equation
systems. Boolean equation systems provide a useful framework for studying
verification problems of finite-state concurrent systems because p-calculus
expressions can easily be translated into this simple formalism. A pleasant
feature of Boolean equation systems is that they give a simple representation
of the pi-calculus model checking problem.

In this subsection, we demonstrate the standard translation from a u-
calculus formula and a labelled transition system to a Boolean equation sys-
tem as defined in [45]. Similar translations serving the same purpose are
presented, for example, in [1, 4, 42].

The transformation maps a modal pi-calculus formula @ and a transition
system 7 to a Boolean equation system by treating (state, variable) pairs as
Boolean variables. Informal idea of the translation is to strip away the lin-
earization of the p-calculus formula ® imposed by text, and then map the
p~calculus expression ® to Boolean expressions at respective states of the
transition system 7. More precisely, the translation proceeds as follows.

First, additional fresh variables may be introduced at appropriate places of
® to ensure that in every subformula ¢ X.®’ of ® with o € {u, v}, ' con-
tains a single Boolean or modal operator. This may be done in order to obtain
only disjunctive or conjunctive formulas in the right-hand side Boolean ex-
pressions of the resulting Boolean equation system but is not necessary for
the translation.

Then, a sequence of equations is created for each closed fixed point sub-
formula 0 X.®' of ®. Fach closed fixed point subformula ¢ X.®" is translated
into a sequence (0 Xs(®')s)ses of equations where variables X express that
state s satisfies variable X and the right-hand side Boolean formulas are ob-
tained using the translation in Figure 3.
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e | @ | ¢ | (® |
1 0 T 1
DV Dy | (Dr)sV (Pa)s || D1 ADy | (Pr)s A (Po)s
(a)® Voo, (P [a]® Ny (D)

Figure 3: The translation from a p-calculus formula to a Boolean equation
system.

By using this technique, the size of the Boolean equation system result-
ing from the transformation is at most O(m x n) where m is the length of a
formula and n is the size of a transition system. Also, there exists a polyno-
mial mapping from a Boolean equation system to a p-calculus formula and a
labelled transition system (see Theorem 5.2 in [42]).

The following example illustrates the standard translation from p-calculus
to Boolean equation systems.

Example 17 Consider the following p-calculus formula
vZ.([=]Z N {(—)T)

which expresses the freedom of deadlocks property. Consider the following
labelled transition system

T =({1,2,3,4},{1 %21 %42%33%2}

depicted in Figure 4. We demonstrate how to construct the corresponding
Boolean equation system shown in Figure 4.
The closed fixed point formula

vZ.([-]Z N {(=)T)

is first translated into a sequence of equations

(2= ([F2 A ()T)e) J¥s €S

with one equation for each state s € S.
Next, using the translation shown in Figure 3 to obtain the right-hand side
Boolean formulas, we get the sequence of equations:

vz =([-]2)s A((=)T)s) }Vs €S

This sequence is translated to the Boolean equations below

(vzs = ( /\ zgr) A (\/(T>S’)) }VSES

! !

Sis Sis
where each variable Z expresses that state s satisfies variable Z of the pu-
calculus formula.

Given labelled transition system 7T, the above equations translate to the

following sequence of Boolean equations:

(vZy = (Zy NZy) N (1 V1))

(vZy =1A0)
(VZQ = Zg A 1)
(l/Zg = ZQ A 1)
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l—— 2~ 3 l/l‘lzl‘g/\l‘g
a VIo = T4 N\ Ty
a vrs=1V1
vy, =1A0
vrs =g A1
4 vre = o5 A1

(b)
vZ.(-1Z A (=)T)

Figure 4: Example labelled transition system (a), p-calculus formula for
deadlock freedom (b) and corresponding Boolean equation system (c).

Notice in this step that an empty disjunction is written as 0 and an empty
conjunction is written as 1.

Then, by introducing fresh variables we may transform the above system
to standard form, and we obtain the fo]]owing equation system:

(vZo = Zy N Z3)
vz aAzg
(Z”zlvD
(vZy =1A0)
(VZQ Z3 A 1)
(VZ3 ZQ A 1)

Finally, by renaming the variables we get the Boolean equation system over
X = {l‘l, T, ...,I‘G}

(vey = 29 A\ x3)
(vag = x4 N\ T5)
(veg=1V1)
(vey =1AN0)
(ves =26 N 1)
( Tg = T5 N 1)

which corresponds to the given model checking problem. Notice that the
last two steps are not necessary for the translation.

Additional examples of the mapping will be given in Section 7. Next, we
turn to issues concerning logic programs and answer set programming,.

2.4 Normal Logic Programs

In this report, we often use normal logic programs with the stable model
semantics [22] for encoding and solving Boolean equation systems. In this
subsection, we provide a brief introduction to normal logic programs and
stable model semantics.

The definitions in this section appeared also in [32], and they are very
standard. A complete description of these topics and notions can be found,
for instance, in [15].

Normal logic programs consist of rules. A normal rule is of the form

a <+ by,...,b,,notcy, ..., notc,. (3)
where each a,by,...,b,,c1,...,¢, is a ground atom. In the normal rule
above, a is called the head of the rule and b4, ..., b,,,not ¢, ..., not ¢, its

body.
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Given a logic program, its models are sets of ground atoms. A set of atoms
A is said to satisfy an atom a if @ € A and a negative literal not a ifa ¢ A. A
rule 7 of the form (3) is satishied by A if the head a is satished whenever every
body literal by, . .., b,,, not ¢y, . . ., not ¢, is satished by A and a program II is
satisfied by A if each rule in II is satisfied by A.

An essential concept here is a stable model. Stable models of a program
are sets of ground atoms which satisfy all the rules of the program and are
justified by the rules. This is captured using the concept of a reduct. As
usually, for a program IT and a set of atoms A, the reduct [T can be defined

by

% ={a <« by,...,by. | a by, ... ,by,notecy,... note,. €1,
{c1,. ;e ) NA =10}

That is, a reduct IT1* does not contain any negative literals and, therefore, has
a unique subset minimal set of atoms satistying it. This leads to the following
definition of stable models.

Definition 18 (Stable models of a logic program) A set of atoms A is called
a stable model of a program 11 ift A is the unique minimal set of atoms satis-
fying T12.

In the following, we consider a series of examples to illustrate the intuitive
idea behind the stable model semantics of logic programs.

Example 19 Let {a, b} be the set of ground atoms. Consider the program:

a + not b.
b < not a.

This program has two stable models, namely {a} and {b}. Here, we may
either assume not b in order to deduce the stable model {a} or we may as-
sume not a to deduce the stable model {b}. However, note that assuming
both negative premises would lead to a contradiction; thus, we cannot de-
duce the stable model {} for this program by assuming both not a and not b.
Note that this is a way to encode a choice between atoms a and b.

Example 20 Let {a,b,c,d} be the set of ground atoms. Consider the pro-

gramni:

a < a.
b+ c,d.
c+—d.

d.

The above program has only one stable model which is the set {b, ¢,d}. The
atom ¢ can be deduced from the fact d, and the atom b is included in the
stable model because both ¢ and d are included. Notice that the atom a is
not included in the stable model because we cannot use positive assumption
a to deduce what is to be included in a model.

BACKGROUND



2

In the course of this report, we will use two extensions which serve as short-
hands for normal rules. We will use so-called integrity constraints. Integrity
constraints are simply rules

«—by,...,by,notcy, ..., notc,. 4)

with an empty head. Such a constraint can be seen as a compact shorthand
for a rule
f<0by,...,by,notcy,... notcy,, not f.

where f is a new atom.

Notice that a stable model A satisfies an integrity constraint (4) only if at
least one of its body literals is not satished by A.

Finally, for expressing the choice of selecting exactly one atom from two
possibilities we will make use of choose-I-of-2 rules on the left which corre-
spond to the normal rules on the right:

1 {ay,as} 1. ay < not as. as < nota;. < ai,as.

Choose-1-of-2 rules are a simple subclass of cardinality constraint rules pre-
sented in [52].

In what follows, we will present an answer set programming based ap-
proach for solving alternating Boolean equation systems. In this approach a
problem is solved by devising a mapping from a problem instance to a logic
program so that models of the program provide the answers to the problem
instance [38, 43, 47].

In Section 6, we will define such a mapping from alternating Boolean
equation systems to logic programs. This provides a basis for a new solution
technique for alternating Boolean equation systems.

BACKGROUND 17



3 A GENERAL PROCEDURE TO SOLVE BOOLEAN EQUATION SYSTEMS

In this section, we introduce an overall approach to solve a Boolean equation
system. We list some important properties of Boolean equation systems which
allow for dividing them into blocks. After a brief discussion on partitioning,
we give an overview of the most important types of blocks that may result
in block partitioning. Then, we present an algorithm required to solve a
general Boolean equation system using the approach. This section serves
mainly as preliminaries to subsequent sections. Its purpose is to give a general
idea of how a Boolean equation system can be solved by first partitioning it
into blocks and then solving the individual blocks with specific, customized
procedures.

3.1 Partitioning Boolean Equation Systems

The variables of a standard form Boolean equation system can be partitioned
in blocks such that any two distinct variables belong to the same block iff they
are mutually dependent. Consequently, each block consists of such variables
whose nodes reside on the same maximal strongly connected component of
the corresponding dependency graph.

The dependency relation among variables extends to blocks such that
block B; depends on another block B; if some variable occurring in block B;
depends on another variable in block B;. The resulting dependency relation
among blocks is an ordering.

Below we have a simple example of such a partitioning on a Boolean equa-
tion system from a previous example.

Example 21 Consider again the Boolean equation system &, of Example 6.
This system can be divided into two blocks, By = {1, 22} and By = {x3}
such that the block B; depends on the block By. Consequently, the block
By is highest up in the block ordering, and block B is the lowest block.

Notice that finding the blocks of a Boolean equation system can be done
in linear time using any algorithm suitable to detect maximal strongly con-
nected components in directed graphs, for instance, those from [51, 54].

To summarize, a given Boolean equation system can trivially be parti-
tioned into individual blocks via the following steps:

e construct a dependency graph of the Boolean equation system at hand;

e compute all maximal strongly connected components of the depen-
dency graph;

e the set of blocks of the Boolean equation system is simply the set of
maximal strongly connected components from the previous step.

Furthermore, notice that the block ordering can be determined in linear
time as well, namely by simply applying standard depth-first search algorithm
to find the topological ordering among the blocks.

In general, this kind of partitioning is done as a preprocessing phase in
our solution technique. The advantage of our approach is that we can use
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customized, optimized procedures to solve the individual blocks. In the fol-
lowing sections, we will present various routines and techniques to solve in-
dividual blocks in isolation.

Let us have a look at what kinds of blocks may result in the partitioning.

3.2 Types of Blocks of a Boolean Equation System

A trivial block of a Boolean equation system is such a block whose maximal
strongly connected component (in the corresponding dependency graph) is
trivial. Solutions to variables appearing in trivial blocks are solely determined
on the basis of other blocks. Therefore, in what follows we will only be deal-
ing with non-trivial blocks.

There are mainly two classes of non-trivial blocks of a Boolean equation
system, namely alternation-free and alternating blocks. Alternating blocks
can further be divided into disjunctive, conjunctive, and general blocks. Let
us have a closer look at each of them in turn.

Alternation-Free Blocks

All variables of an alternation-free block have the same sign, either p or v.
In the former case the block is said to be minimal and in the latter case
maximal.

Alternation-free blocks are especially important because encoding the model
checking problem of alternation-free pi-calculus as Boolean equation systems
leads to systems with alternation-free blocks only. Therefore, for instance, the
model checking problems for Hennessy-Milner logic (HML) [28], Computa-
tion Tree Logic (CTL) [10], and many equivalence/preorder checking prob-
lems result in alternation-free Boolean equation systems with alternation-free
blocks only (see for instance [45]).

In Section 4, we will review solution methods for alternation-free blocks.
It will be seen that such blocks can easily be solved in linear time in the size

of the block.

Conjunctive and Disjunctive Blocks with Alternation

Important subclasses of alternating blocks are both conjunctive and disjunc-
tive blocks with alternation. A conjunctive block with alternation consists of
such a portion of a Boolean equation system, whose defining equations have
different fixpoint signs, but all right-hand side expressions are conjunctive.
Similarly, a disjunctive block with alternation consists of such a portion of
a Boolean equation system, whose defining equations have different fixpoint
signs, but all right-hand side expressions are disjunctive.

Many practically relevant pi-calculus formulas (actually virtually all of them)
can be encoded as Boolean equation systems that have only conjunctive or
disjunctive blocks with alternation. For instance, encoding the L1 and L2
fragments of the p-calculus [5, 18, 19] (and similar subsets) or many fairness
constraints as Boolean equation systems result in alternating systems which
are in a conjunctive or disjunctive form. Hence, the problem of solving con-
junctive and disjunctive blocks of Boolean equation systems is so important
that developing special purpose solution techniques for these classes is worth-
while.
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In Section 5, we will study solution methods for conjunctive and disjunc-
tive blocks with alternation. It will be seen that such blocks can be solved in
quadratic, and even sub-quadratic, time in the size of the block.

General Alternating Blocks

In a general alternating block of a Boolean equation system, there are vari-
ables with both fixpoint signs  and v. Moreover, the right-hand side ex-
pressions are arbitrary in the sense that both conjunctions and disjunctions
may appear as right-hand side formulas. This is the most general form of a
Boolean equation system.

From a practical point of view, alternating blocks are of marginal interest
because they do not occur very frequently in Boolean equation systems aris-
ing in the context of verification. Many alternating, general form Boolean
equation systems that can be found from the literature — not to say all of
them — are theoretical constructions (see, e.g., [8] for such examples).

But, from a theoretical point of view, solving an alternating, general form
Boolean equation system is an interesting challenge. The problem is known
to be in the complexity class NP M co-NP [42] (and it is known to be even
in UP N co-UP), in the same way as the equivalent problem of p-calculus
model checking. Furthermore, it is widely believed that a polynomial time
algorithm for the problem may well be found but the best known algorithms
to date are exponential in the size of the system.

In Section 6, we will propose an approach to solve alternating blocks of a
Boolean equation system which is based on answer set programming.

3.3 General Solution Algorithm for Boolean Equation Systems

20

In Mader [42], there are two useful lemmas which allow to solve all blocks
of standard form Boolean equation systems one at a time. As our solution
method and proofs are based on these, we restate them here.

Lemma 22 (Lemma 6.2 of [42]) Let £ be a Boolean equation system
(0'1371 = Oél) e (O'Z'SL’Z' = Oéi> Ce (O'n.’lfn = Oén)

with equation o;z; = o, for 1 < i < n. Let o, be exactly the same Boolean
expression as «;, except that all occurrences of z; in «; are substituted with 1
ifo; = v, and with 0 if o; = . Then, £ has the same solution as the Boolean
equation system

(11 =aq) ... (o =) ... (0pxn = Q).
Lemma 23 (Lemma 6.3 of [42]) Let £ be a Boolean equation system
(o121 = 1) ... (o = ay) ... (0525 = o) ... (Op2y, = Q)

with two distinct equations o,x; = «; and o;x; = «;, for1 < i < j < n. Let
oix; = oy, 030, = o, and 0,x; = «; be equations where o, is exactly the same
Boolean expression as «; except that all occurrences of z; are substituted with
expression cj. Then, £ has the same solution as the Boolean equation system

(0'1371 = Oél) e (O'Z'.’L'i = Oé;) e (O'j.ﬁlfj = Oéj) e (O’n.iL’n = Oén).
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The basic idea of our approach is that we can start to find solutions to the
variables in the last block, setting them to 1 or 0. Using Lemma 23 we can
substitute the solutions for variables in blocks higher up the ordering.

The following simplification rules

can be used to simplify the equations and the resulting equation system has
the same solution. The rules allow to remove each occurrence of 1 and 0 in
the right-hand side of equations, except if the right-hand side becomes equal
to 1 or 0, in which case yet another equation has been solved. By recursively
applying these steps all non-trivial occurrences of 1 and 0 can be removed
from the equations and the resulting Boolean equation system is in standard
form.

Note that each substitution and simplification step reduces the number of
occurrences of variables or the size of a right-hand side, and therefore, only
a linear number (in the size of the equation system) of such reductions are
applicable.

After solving all variables in a block, and simplifying subsequent blocks
a suitable solution routine can be applied to the blocks higher up in the
ordering iteratively solving them all. In this way, we can solve all blocks one
at a time.

This approach leads to the following strategy to solve a general Boolean
equation system & which was also discussed in [32, 23]. Previously, a quite
similar algorithm for equational systems has been given in [12].

Algorithm 1 The general solution algorithm for Boolean equation systems
1. Build the dependency graph G¢ of €.

2. Divide the system £ into blocks by calculating the maximal strongly
connected components of Ge.

3. Topologically sort G¢ into blocks B,,,, . .., By, By; here blocks are num-
bered so that higher-numbered variables belong to higher-numbered

blocks.

4. Beginning with B,,, process each block B; in turn by performing the
following steps:

(a) Generate a subsystem £’ of £ containing all equations of € whose
left-hand sides are from B;. These equations are modified by re-
placing each occurrence of all variables x; outside the block B;
by a constant 0 or 1 (according to the already known solution to
x;), and then propagating the constants using the rules to simplify
the equations of £'.
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(b) Solve the variables of the resulting subsystem £’ with a suitable
subroutine:

i. if & is alternation-free, use algorithms from Section 4

ii. if £ is disjunctive or conjunctive, use algorithms from Sec-
tion 5

iil. it &' is general, use algorithms from Section 6

The correctness of this procedure follows directly from the above lemmas,
and from the correctness of the subroutines for various block types.

Theorem 24 Given a general form Boolean equation system &, the general
solution procedure correctly computes the solution to £.

Proof:

The algorithm computes the solution block-wise. According to Lemma 23 it

is safe to substitute already known values to blocks higher up in the ordering,

and it is safe to simplify the right-hand side formulas with the simplification

rules among a single block. Consequently, the general procedure is correct,

assuming that all subroutines to solve the generated subsystems are correct.
O

Notice that all steps 1 — 3 and step 4 (a) can be performed in linear time
in the size of the underlying Boolean equation system. So the complexity of
the general procedure depends naturally on the costs of the subroutines.

Here, we give a simple example to demonstrate how the above algorithm
works on a Boolean equation system from previous examples.

Example 25 Consider again the Boolean equation system & from Exam-
ple 6. In step 1, the algorithm builds the dependency graph of the system
which is depicted in Figure 1. In step 2, the algorithm divides the system in
blocks, as explained in Example 21, resulting in two blocks By = {x1, 22}
and By = {x3} being identified. In step 3, the algorithm topologically sorts
these blocks which simply results in the block ordering By, By. Accordingly,
in step 4 the algorithm first solves block B,, and then solves block B in the
following way. The block By is alternation-free, and will be solved by using
appropriate techniques, in step 4. (b) i. The solution to the only variable 3
in block By is seen to be 1. Thus, in step 4 (a), to solve block By we generate
the subsystem
(vey = xo N zy) (g = 21 V 1)

and simplify these equations according to the simplification rules. The prop-
agation of the constant 1 in the second equation leads to a more simple,
alternation-free system

(v = x1)(pae = 1).

As this subsystem is alternation-free, block By can be solved by using appro-
priate techniques in step 4. (b) i.

In the following sections, we will present the subroutines and techniques
to solve individual blocks in isolation.

3 AGENERAL PROCEDURETO SOLVE BOOLEAN EQUATION SYSTEMS



4 MINIMAL AND MAXIMAL BLOCKS

In this section, we will discuss methods to solve alternation-free blocks of
Boolean equation systems. There are two types of blocks that can be alternation-
free, namely minimal and maximal. All equations of a minimal block have
the fixpoint sign g, and, dually, all equations of a maximal block have the sign
v. We will begin by exploring well-known linear-time techniques to solve
alternation-free Boolean equation systems. Then, we will discuss a logic pro-
gramming approach to solve alternation-free blocks. In the literature, there
exist several efficient methods to solve alternation-free Boolean equation sys-
tems. Therefore, we will be brief in this section.

4.1 Algorithms for Alternation-Free Systems

The problem of solving an alternation-free Boolean equation system is a rel-
atively easy task. Indeed, many solution algorithms can be found from the
literature which are directed to this class and require only linear time and
space in the size of an alternation-free system.

For instance, Andersen [1] presented an efficient linear-time algorithm
for finding a global solution to Boolean graphs which correspond to minimal
and maximal blocks of a Boolean equation system (see Fig. 1 on p.12 in [1]).

In addition, very simple linear-time algorithms to solve a Boolean equa-
tion system, whose all equations have the same fixpoint sign, can be found
from [41] (see e.g. Fig. 2 on p. 5). In [4]], there are also straightforward,
linear-time reductions between alternation-free Boolean equation systems
and HornSAT, the problem of Horn formula satishability. This allows to
solve alternation-free Boolean equation systems by using a linear-time algo-
rithm for HornSAT given in [17].

More recently, additional linear-time algorithms for alternation-free Boolean
equation systems were presented in [45]. Very similar algorithms are pre-
sented in [46] too.

These kinds of standard algorithms can effectively be applied to solve min-
imal and maximal blocks in our setting. As they are very simple algorithms,
we do not consider them in detail here.

Instead, in the following section, it will be seen how minimal and maximal
blocks of a Boolean equation system can be solved with an approach based
on logic programming.

4.2 Minimal and Maximal Blocks as Logic Programs

An alternative way to solve minimal and maximal blocks of a Boolean equa-
tion system is through a logic programming approach. Such an approach
to solve Boolean equation systems was first proposed in [36]. In brief, it is
suggested in [36] that Boolean equation systems can be solved by translating
them to propositional normal logic programs, and computing stable models
which satisfy certain criteria of preference.

In particular, it is suggested in [36] that alternation-free Boolean equa-
tion systems can be mapped to stratified logic programs, which can be di-
rectly solved in linear time, preserving the linear-time complexity of solving
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alternation-free Boolean equation systems. Unfortunately, [36] does not pro-
vide a complete translation but only sketches an informal idea via a few ex-
amples. However, it is important to notice that the same kind of idea based
on logic programming approach can efficiently be applied to solve minimal
and maximal blocks in our setting too.

Minimal and maximal blocks of Boolean equation systems can be easily
seen as equivalent to propositional logic programs where every clause body is
a negation-free Boolean formula. Such programs have unique stable models
which can be calculated in linear-time (in the size of programs), for instance
by employing the algorithm for HornSAT from [17].

Consider a standard form, minimal block of a Boolean equation system.
This block itself can be seen as a standard form Boolean equation system, call
it £. We construct a logic program I1(€) which captures the global solution
to £.

The idea is that II(€) is a propositional normal logic program which has
size linear in the size of £ and where every clause body is negation-free.
Suppose & has variables {1, za, . .., 2, }. The logic program I1(£) we derive
is over ground atoms {p1,pa, ..., Pn}.

For each equation pz; = o; of €, the program II(€) contains the rules:

Di — pj' lfOéZ = SL’]' (5)
Di < Dj, Dk it o = x5 Nz, (6)
Pi < Dj- Pi < Dk- it o = 5 V xy, (7)

Notice that there is no rule for equations where the right-hand side for-
mulas are of the form «; = 0 because they do not need to be translated at
all.

The intuitive idea of the above translation is that for a variable z; of £, the
solution to z; is 1 if and only if the unique stable model of II(£) contains the
corresponding atom p;. The correctness of the translation is easy to verify.

Theorem 26 Let £ be a standard form Boolean equation system where all
fixpoint signs are minimal, and let x; be any variable of €. Then, the solution
to x; is 1 iff [I(E) has a stable model which contains the ground atom p;.

Proof:
Immediate from Definition 7, Definition 18, and by the construction of
II(E). O

By Theorem 26, a minimal block of a Boolean equation system can now
be solved by first converting the equation system into a corresponding logic
program, then calculating the unique stable model of the program, and fi-
nally checking the resulting stable model for the containment of atoms.

Next, we demonstrate the above translation from minimal Boolean equa-
tion systems to propositional normal logic programs.

Example 27 Consider the standard form Boolean equation system € below:
(nxry = x3)(pry = 1) (prs = x4 Vas)(pry = zoAxy)(pxs = 1) (pxe = 2).
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The corresponding program I1(E) over ground atoms {py,ps, ..., ps} con-
sists of the rules:

P1 < Ps.

Pa-

P3 < P4 P3 < D5

P4 — P2, P1-

b5 < P1-

DPe < D2

The stable model of program II(E) is {p2,ps}. As expected, by The-

orem 26, the only variables of £ with solution 1 is x5 and zg. For vari-
ables 1, x3, x4, and x5, the solution is 0 because the corresponding atoms
D1, D3, P4, D5 are not contained in the stable model of program I1(E).

By duality, a method for obtaining the global solutions for maximal blocks
via stable model computation proceeds in the very same way. For instance,
the dual case (i.e. the case for maximal blocks) can be solved by complement-
ing a given system and using the same translation as for minimal blocks. In
the following, we will demonstrate how to solve maximal blocks using this
approach.

The complementation for Boolean equation systems can be defined as
below.

Definition 28 (The complementation of a Boolean equation system) The
complement of a Boolean equation system

(o121 = ) (0222 = ) . . . (OpTy = vy
is another Boolean equation system

(0121 = ay)(Oax2 = 03) . .. (Trzn = Q)
where @; is defined by

a:{y {fai:,u
w o ifo;=v

and @; is defined inductively as follows:

0=1
1=0
T =T
oy R = vV
&V =y A

Here, z; € X and o, oy, € B(X).

The complementation of a Boolean equation system preserves the solution
in the following sense.

Lemma 29 (Lemma 3.35 of [42]) Let £ be a Boolean equation system and
let & be the complement of €. Then, for each variable z; of £, the solution
to z; in € is 1 iff the solution to x; in & is 0.
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The complementation is very useful concept in most of the proofs concern-
ing Boolean equation systems because, as a simple consequence of Lemma 29,
many properties of Boolean equation systems have dual properties as well.
Therefore, it is usually sutficient to give only one half of a proof of a property,
and the other half immediately follows by a symmetric, dual argument.

For instance, the above fact explains why a maximal block of a Boolean
equation system can be solved by complementing the block, and then using
exactly the same solution method as for minimal blocks. 'To see this, consider
the following example as an application of Lemma 29.

Example 30 Consider the Boolean equation system £ below, with only max-
imal equations:

(vey = 29 N a3)(veg = a3 V 24)(ves = 29 V x4)(vey = 0).
In order to solve system &, we first take its complement € given below:

(nxry = 22 V x3) (g = 13 A 24) (s = T2 A T4) (g = 1).

Then, we compute the unique stable model of the logic program I1(E) over
ground atoms {py, pa, . .., pa} which consists of the rules:

P1r<—PpP2. P1<P3-
P2 < D3, P4-

P3 < P2, Pa.

P4.

The only stable model of program I1(£) is {ps}. By Theorem 26, the only
variable of € with solution 1 is x4. The solution is 0 to variables xy, zo, x3 of
& because the corresponding atoms py, pa, p3 are not contained in the stable

model of II(€). By Lemma 29, the solution is 1 to variables x1, x2, x3 of &,
and the solution is 0 to variable x4 of €.
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5 DISJUNCTIVE AND CONJUNCTIVE BLOCKS WITH ALTERNATION

In this section, we examine conjunctive and disjunctive fragments of Boolean
equation systems. As pointed out in [23], many practically relevant proper-
ties of systems can be expressed by means of fixed point formulas that lead
to Boolean equations in either conjunctive or disjunctive forms. It is there-
fore interesting to develop specific resolution techniques for disjunctive and
conjunctive blocks with alternation.

We first introduce basic properties concerning conjunctive and disjunc-
tive blocks of Boolean equation systems. Then, we present two distinct algo-
rithms for solving disjunctive and conjunctive blocks. We also deal with the
correctness and complexity of these algorithms. Finally, we provide compre-
hensive examples of how the algorithms work.

5.1 Properties of Conjunctive and Disjunctive Blocks

A Boolean equation system is called disjunctive if no conjunction symbol ap-
pears in its right-hand side expressions. In the same way, a Boolean equation
system is called conjunctive if no disjunction symbol appears in its right-
hand side expressions. Consequently, we define conjunctive and disjunctive
Boolean equation systems in the following way.

Definition 31 Let (02 = «) be an equation. We call this equation disjunc-
tive if no conjunction symbol A appears in . Let € be a Boolean equation
system. We call € disjunctive iff each equation in £ is disjunctive.

Definition 32 Let (cx = ) be an equation. We call this equation conjunc-
tive if no disjunction symbol V appears in «. Let € be a Boolean equation
system. We call £ conjunctive iff each equation in £ is conjunctive.

The above definitions can be applied to blocks of a Boolean equation sys-
tem too and we will accordingly speak of disjunctive and conjunctive blocks.

The following essential lemma comes from [23], and it is closely related
to parity automata to be discussed in Section 5.3.

Lemma 33 Let & be a disjunctive Boolean equation system
(0'11’1 = &1)(0’21’2 = 042) e (O’nl’n = Oén)

and let G = (V, E, () be the dependency graph of £. Let [E] be the local

solution to £. Then the following are equivalent:
1. [€] =1
2. 35 € V with £(j) = v such that:

(a) j is reachable from node 1 in G, and

(b) G contains a cycle of which the lowest index of a node on this
cycle is j.
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Proof:
First we show that (2) implies (1).
If j lies on a cycle with all nodes larger than j, then there is a path

(.j7 k17k27"'7kn7.j>

in graph G such that, for 1 <1i <n, j < k; holds. So there is a sub-equation
system of & that looks as follows:

vo; = )
(Jklxkl = akl)
(o-l@x/@ - ak2)
(Ok,Tk, = o)

Using Lemma 23 we can rewrite the Boolean equation system £ to an equiv-
alent one by replacing the equation vz; = a; by vz; = §; where f3; is exactly
the same Boolean expression as a;; except that, for 1 <4 < n, all occurrences
of zy, are substituted with expression ay,. Now note that the right hand side
B, of equation vx; = [(; contains only disjunctions and the variable x; at
least once. Hence, by Lemma 22 the equation reduces to va; = 1. As node
j is reachable from node 1 in dependency graph G, the equation o721 = oy
can similarly be replaced by o121 = 1. Hence, for the solution [€] of £, it
holds that [€] = 1.

Now we prove that (1) implies (2) by contraposition. So, assume that there
is no node j with £(j) = v that is reachable from node 1 such that j ison a
cycle with only higher numbered nodes.

The proof proceeds by induction on n—k and we show that £ is equivalent
to the Boolean equation system where equations

(Oks1Tps1 = Qgs1) - - - (OpTn = )

whose nodes k + 1,. .., n are reachable from 1 have been replaced by

(O'k+1£17k+1 = ﬁkﬂ) cee (Unilfn = 5n)

where all (5, are disjunctions of 0 and variables that stem from zq, ..., z;. If
the inductive proof is finished, the lemma is also proven: consider the case
where n — k = n. This says that £ is equivalent to a Boolean equation system
where all right hand sides of equations, on which z; depends, are equal to
constant 0. So, for the solution [£] of £ it holds that [€] = 0.

For n — k = 0 the induction hypothesis obviously holds. In particular
constant 1 cannot occur in the right hand side of any equation on which z;
depends. So, consider some n — k for which the induction hypothesis holds.
We show that it also holds for n — k& + 1. So, we must show that, if equation
orxy = ay is such that z; depends on zy, then it can be replaced by an
equation o,z = [ where in [ only variables chosen from zy, ..., 54
and constant 0 can occur.

As k is reachable from 1, all variables z; occurring in oy, are such that
x1 depends on z;. By the induction hypothesis the equations o;x; = «a; for
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[ > k have been replaced by 0,2, = 3 where in 3, only 0 and variables from

1, ...,z occur. Using Lemma 23 such variables x; can be replaced by f
and hence, «y, is replaced by 74 in which 0 and variables from 24, ...,z can
occur.

What remains to be done is to remove z;, from 7 assuming xj occurs in
k- This can be done as follows. Suppose o, = v. Then, as z;, occurs in
Yk, there must be a path in the dependency graph G to a node I’ with I > k
such that xj appears in . But this means that the dependency graph has a
cycle on which £ is the lowest value. This contradicts the assumption. So, it
cannot be that o, = v, and thus o, = p. Now using Lemma 22 the variable
x) in oy can be replaced by 0. 0

Also, a dual property holds for conjunctive Boolean equation systems.

Lemma 34 Let £ be a conjunctive Boolean equation system
(o121 = 1) (0222 = 2) . .. (OpTy, = v,)

and let G = (V, E, () be the dependency graph of €. Let [€] be the local
solution to £. Then the following are equivalent:

1. [E]=0
2. 3j € V with £(j) = p such that:

(a) j is reachable from node 1 in G, and

(b) G contains a cycle of which the lowest index of a node on this
cycle is j.

Proof:

In the same way as for Lemma 33. O

One can see that, as a simple consequence of the above properties, all
variables in a conjunctive or disjunctive blocks have the same solutions. We
may thus solve all variables of a conjunctive or disjunctive block by simply
computing the solution to the the smallest variable.

Furthermore, since a block consists of a single maximal strongly con-
nected component of the corresponding dependency graph, we may assume
that all nodes in the dependency graph of the block are reachable from the
smallest node.

Thus, the condition that needs to be checked is whether there is a cycle in
the dependency graph of which the lowest numbered vertex has label v (or
p respectively). In the following sections we define algorithms that perform
this task efficiently.

5.2 Depth-First Search Based Algorithm

There is a very simple algorithm based on depth-first search [55] on directed
graphs which can be used to solve conjunctive and disjunctive blocks of a
Boolean equation system. The algorithm was first discussed in [23] and we
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present it here in a slightly simplified form. In particular, we give an algo-
rithm to solve a disjunctive block, the conjunctive case is dual and goes along
exactly the same lines.
Given a dependency graph G = (V. E, ¢) and anode i € V with £(i) = v,
we define a predicate
minNuLoop(G, 1)

to be true iff the subgraph GTi of G contains a cycle (i, vy, v;..., %) such that
min{i, vy, vy...,1} = i.

Obviously, given a dependency graph G = (V, E, £) of a disjunctive block
and a node i € V with £(i) = v, deciding whether minNwuLoop(G, i) holds
reduces to the task of computing the reachability of node i from itself in
the subgraph GTi of G. Note that this can be done by a standard depth-
first search algorithm in time and space O(|V| + |E]). Assuming such a
subroutine to decide min NuLoop(G, i), we can resolve a disjunctive block
of a Boolean equation systems as follows.

We define the algorithm SolveDisjunctive(G) where G = (V, E, /) is a
dependency graph of a disjunctive block of a Boolean equation system. The
algorithm SolveDisjunctive calculates whether there is a node & in G such
that £(k) = v and k is the smallest node on some cycle of G. The algorithm
consists of the following steps:

Algorithm 2 The algorithm to solve disjunctive form Boolean equations sys-
tems

1. Forall nodesi € V such that ((i) = v:

o ItminNuLoop(G,i) holds, then report "solution to smallest vari-
able is 1”7 and STOP.

2. Report "solution to smallest variable is 0”.
It is not hard to see that the algorithm is correct.

Theorem 35 (Correctness) The algorithm SolveDisjunctive works correctly
on any disjunctive block of a Boolean equation system.

Proof:
If the algorithm reports that ”solution to smallest variable is 1”7 then

minNuLoop(G, 1)

holds for some ¢ € V, and G contains at least one cycle of which the lowest
index of a node on this cycle is 7, where ¢(i) = v. By Lemma 33, the so-
lution to smallest variable is 1. If the algorithm reports "solution to smallest
variable is 07, then there does not exist a node i € V' with £(i) = v such that
minNuLoop(G, i) holds. By Lemma 33, the solution to smallest variable is
0. a

For instance, using a standard adjacency-list representation of dependency

graphs, the worst-case time complexity of this algorithm is easily seen to be
quadratic in the size of the block.
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Figure 5: A worst-case example.

Theorem 36 LetG = (V, E, () be a dependency graph ot a disjunctive block
with |V| = n and |E| = m. The algorithm SolveDisjunctive requires time
O((n - (n+ m)) to solve G.

Proof:
The algorithm calls function cycle at most n times and each call takes time
O(n+m). O

Note that the space complexity of SolveDisjunctive(G) is O(|G]).
We now give an example block of a Boolean equation system which shows
that the above algorithm may take quadratic time in the size of the block.

Example 37 Forsome evenn € Ns.t. n > 4, consider the Boolean equation
system:

(pry = 29)

(V.TQ =x1V .I‘3)

(uxs = 9 V 14)

(ﬂxn—l =Tp—2V :L‘n—l)
(v, = x1)

The above equation system is disjunctive, and the solution to variable x4 is 0.
Consider the dependency graph G of this system depicted in Figure 5. Note
that, in order to solve the block with the depth-first search based algorithm
from [23], we need at least

(GT2] +|GT4] + -+ |GIn| = O(n®)
steps.
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All previous algorithms for solving conjunctive and disjunctive blocks,
including those from [23, 42], take at least quadratic time in the size of a
Boolean equation system in the worst case. But for large Boolean equations,
which are typically encountered in model checking and preorder/equivalence
checking of realistic systems, these algorithms often lead to unpleasant run-
ning times. It has been an open question whether or not the quadratic upper
bound for conjunctive and disjunctive Boolean equation systems could be
improved (e.g. see [23]). In [24] we resolve the question by presenting an
especially fast algorithm for finding a solution to a Boolean equation system
in either conjunctive or disjunctive form. Given such a Boolean equation
system with size e and alternation depth d, our algorithm finds the solution
using time O(elog d) in the worst case. This improves the best known upper
bound and makes the verification of a large class of fixpoint expressions more
tractable.

The algorithm in [24] combines graph theoretic techniques for finding
strong components [51, 54] and hierarchical clustering [55]. King, Kupfer-
man and Vardi [34] recently found an improved algorithm for deciding non-
emptiness of parity word automata. Our algorithm is very similar to [34], and
is also based on the ideas in [55].

5.3 Conjunctive/Disjunctive Blocks and Parity Word Automata

32

In this subsection, we relate the problem of solving conjunctive and disjunc-
tive Boolean equation systems to the non-emptiness problem of parity word
automata [34]. More precisely, we present a linear-time reduction from a dis-
junctive block of a Boolean equation system to the non-emptiness problem
of parity word automata. Also, similar linear-time reduction can be given to
the other direction, from a parity word automaton to a disjunctive block of a
Boolean equation system.

This helps to clarify the connection between the two problems, and shows
that the quadratic upper bound for conjunctive and disjunctive Boolean
equation systems can be substantially improved.

Let us first define the non-emptiness problem of parity word automata.

Definition 38 A parity word automaton can be represented as a directed
graph G = ({1,2,...,2k},V, E, () where V is a set of nodes, E C V x V
is a set of edges and ¢ : V' — {1,2,...,2k} is a labelling function. Given
such a graph G, the non-emptiness problem is to determine whether there is
a cycle C' in G such that min,ec{f(v)} is even.

The following result stems from [34].

Lemma 39 (Theorem 4 of [34]) Let G = ({1,2,...,2k},V, E () be a di-
rected graph with |V| = n and |E| = m representing a parity word au-
tomaton. The non-emptiness problem for G can be solved in time O((n +
m)log k).

By the application of the above lemma, we obtain an improved upper
bound for solving a disjunctive block of a Boolean equation system.
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Theorem 40 Let B be a disjunctive block of a Boolean equation system and
let G = (V. E, () be the dependency graph of B with |V| = n and |E| = m.
The least variable of B can be solved in time O((n 4+ m)logn).

Proof:

We present a linear-time reduction from B to the non-emptiness problem
described in Def. 38. Given the dependency graph G = (V, E, () of B, let
G' = (D', V', E' ') be another graph defined as follows:

o D'={1,2,...,2n}
o V' =V

o ['=F

the labelling ¢' is defined as

El(l):{ 1 ifalzu

2 ifo,=v
andforl <i<n

o (29)—1 ifo; =
“Z)—{ 0 e

With suitable representations of the graphs G and G’, the above mapping is
a linear-time reduction.

We show that the least variable of B holds iff the non-emptiness problem
for G’ is positive.

Suppose the least variable of B holds. By Lemma 33, 35 € V with {(j) =
v such that j is reachable from node 1 in G, and G contains a cycle C' of
which the lowest index of a node on this cycle is j. But, cycle C'in G induces
a corresponding cycle C” in G’ such that min,cc{¢'(v)} is even. Hence, the
non-emptiness problem is positive.

Suppose that G’ contains a cycle C” such that min,ec{¢'(v)} is even.
Then, there must be a corresponding cycle C' of G where the lowest in-
dexed node on this cycle has label v. As all nodes appearing in block B
are reachable from the smallest numbered node, both conditions (2a) and
(2b) of Lemma 33 hold. Thus, by Lemma 33, the least variable of B holds.

Hence, solving a disjunctive block B with |V| = n and |E| = m reduces
in time O(n + m) to the task of deciding the even-cycle problem for G’ =
({1,2,...,2n},V, E, ') which, by Lemma 39, can be solved in time O((n +
m)log k). 0

In the very same way, a similar result can be proved for the dual case, and
we thus have the following upper bound for solving a conjunctive block of a
Boolean equation system.

Theorem 41 Let B be a conjunctive block of a Boolean equation system and
let G = (V, E, {) be the dependency graph of B with |V| = n and |E| = m.
The least variable of B can be solved in time O((n + m)logn).
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Proof:
In the same way as for Theorem 40. O

We observe that a very similar linear-time reduction can be given to the
other direction as well, namely from a parity word automaton to a disjunctive
block of a Boolean equation system. It follows that, if one can find improved
algorithms for disjunctive and conjunctive Boolean equation systems, then
these algorithms could be effectively applied to check the non-emptiness of
parity word automata too.

It seems that the reductions in Theorem 40 and Theorem 41 are not opti-
mal, and could be even improved. In fact, a slightly more efficient algorithm
to solve disjunctive and conjunctive Boolean equation systems is defined in
[24]. This algorithm works in time O(elogad) where e is the size of the
Boolean equation system and ad its alternation depth. However, it remains
open whether or not the reductions in this section could be improved to
match the time complexity of the algorithm in [24].

Finally, it would be interesting to find out whether or not the presented
theoretical improvement in Theorems 40 and 41 also leads to practical im-
provements over [23] and other existing algorithms for conjunctive and dis-
junctive Boolean equation systems. Unfortunately, to the best of our knowl-
edge there do not exist any implementations of algorithms in [34] and [24].
Therefore, evaluation on practical verification problems, and empirical com-
parison between the related algorithms are left for future work.
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6 GENERAL FORM BLOCKS

In this section, we discuss an answer set programming (ASP) based approach
for solving general blocks of Boolean equation systems. In ASP a problem is
solved by devising a mapping from a problem instance to a logic program
such that models of the program provide the answers to the problem in-
stance [38, 43, 47]. We first state some facts about general form Boolean
equation systems which turn out to be useful in the computation of their
solutions. We then develop a mapping from alternating blocks to logic pro-
grams providing a basis for effectively solving such hard blocks. Finally, we
discuss the correctness of our translation.

6.1 Solving General Blocks in Answer Set Programming

It was seen in Section 4 that, if all variables in a single block have the same
sign (i.e. the block is alternation free), the variables in this block can be
trivially solved in linear time. Furthermore, in Section 5 it was seen how the
variables appearing in conjunctive and disjunctive blocks with alternation
can be solved using only sub-quadratic time. So the remaining task is to
solve alternating blocks containing both mutually dependent variables with
different signs and arbitrary connectives as right-hand sides. The complexity
of solving such general blocks is an important open problem; no polynomial
time algorithm has been discovered. On the other hand, it is shown in [42]
that the problem is in the complexity class NP M co-NP (and is known to be
even in UP N co-UP).

Here, we present a technique to solve an alternating Boolean equation
system which applies Lemma 33 from Section 5 and another useful property,
Lemma 42 to be introduced in the following section. In particular, we re-
duce the resolution of alternating Boolean equation systems to the problem
of computing stable models of logic programs by defining a translation from
equation systems to normal logic programs.

We reduce the problem of solving alternating Boolean equation systems
to computing stable models of normal logic programs. This is achieved by
devising an alternative mapping from Boolean equation systems to normal
logic programs so the solution for a given variable in an equation system can
be determined by the existence of a stable model of the corresponding logic
program. The results presented in this section were mainly reported in [32].

Before giving the translation we discuss some useful properties of general
form Boolean equation systems.

6.2 Properties of General Boolean Equation System

The following observation forms the basis for our answer set programming
based technique to solve general form Boolean equation systems with alter-
nating fixed points.

From each Boolean equation system £ containing both disjunctive and
conjunctive equations we may construct a new Boolean equation system &,
which is either in a disjunctive or in a conjunctive form. To obtain from &
a disjunctive form system &', we remove in every conjunctive equation of £
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exactly one conjunct; otherwise the system € is unchanged. The dual case is
similar.

For any standard form Boolean equation system having both disjunctive
and conjunctive equations we have the following two properties.

Lemma 42 (Lemma 2 of [32]) Let £ be a standard form Boolean equation
system. Then the following are equivalent:

1. [€] =0

2. 'There is a disjunctive system £’ with the solution
[€'] = 0 which can be constructed from £.

Proof:

We only show that (2) implies (1). The other direction can be proved by a

similar argument and also follows directly from Proposition 3.36 in [42].
Define a parity game in the following way. Given a standard form Boolean

equation system € = (0121 = aq), (0922 = aa), ..., (OnZn = ), we define

agame I'e = (V, E, P,0) where V and E are exactly like in the dependency

graph of £ and

e P:V — {I,II} isa player function assigning a player to each node;
for 1 < i < n, P is defined by P(i) = I if a; is conjunctive and
P(i) = II otherwise.

e 0:V — {u,v} isa parity function assigning a sign to each node;
for1 < ¢ < n, oisdefined by o(i) = pifo; = pand o(i) = v
otherwise.

A play on the game graph is an infinite sequence of nodes chosen by
players I and I1. The play starts at node 1. Whenever a node n is labelled
with P(n) = I, it is player I’s turn to choose a successor of n. Similarly, if a
node n is labelled with P(n) = I1, itis player 1I’s turn to choose a successor
of n. A strategy for a player ¢ is a function which tells ¢ how to move at all
decision nodes, i.e. a strategy is a function that assigns a successor node to
each decision node belonging to player i. Player I wins a play of the game
if the smallest node that is visited infinitely often in the play is labelled with
u, otherwise player 7 wins. We say that a player has a winning strategy in a
game whenever she wins all the plays of the game by using this strategy, no
matter how the opponent moves. According to Theorem 8.7 in [42], player
IT has a winning strategy for game on 'z with initial vertex 1 iff the solution
of Eis[€] = 1.

So suppose there is a conjunctive equation system &’ obtained from & by
removing exactly one disjunct from all equations of the form o;2; = x; V
such that [€'] = 1. We can construct from £ a winning strategy for player
I1 in the parity game I'¢. For all nodes ¢ of I's where it is player II’s turn to
move, define a strategy for 11 to be str;;(i) = j iff 0,2, = x; is an equation
of £ That is, the strategy str;; for 11 is to choose in every 11 labelled node
of I'¢ the successor which appears also in the right-hand side expression of
the i-th equation in &’.

It is then straightforward to verify that for the game on I'¢ with initial node
1 player 11 wins every play by playing according to str;;. By Lemma 33, the
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system £’ does not contain any p labelled variables that depend on z; and
are self-dependent. The crucial observation is that the dependency graph
of & contains all and only those paths which correspond to the plays of the
game ['¢ where the strategy str;; is followed. Consequently, there cannot be
a play of the game I'¢ starting from node 1 that is won by player I and where
player I1 plays according to stry;. It follows from Theorem 8.7 in [42] that
the solution of £ is [€] = 1. O

Lemma 43 Let £ be a standard form Boolean equation system. Then the
following are equivalent:

1 [€] =1

2. 'There is a conjunctive system £’ with the solution
[€'] = 1 which can be constructed from E.

Let us illustrate the above lemmas with a simple example.
Example 44 Recall the Boolean equation system
& = (vary =29 A xy)(pe = 1 V x3) (Ve = x3).

of Example 6. There is only one conjunctive equation vz, = xo /Ay, yielding
two possible disjunctive Boolean equation systems which can be constructed
from &;:

e if we throw away the conjunct xs, then we obtain:

& = (v = 1) (uxe = 11 V 23) (Vs = x3)

e if we throw away the conjunct xy, then we obtain:

&l = (v = x9)(pae = 1 V 23) (Vs = x3).

Using, for example, Lemma 33, we can see that these disjunctive systems
have the solutions [€]] = [£]] = 1. By Lemma 42, a solution to &; is
[€1] = 1 as expected.

In the next section we will see the application of the above lemmas to give
a compact encoding of the problem of solving alternating, general blocks of
Boolean equation systems as the problem of finding stable models of normal
logic programs.

6.3 From General Blocks to Logic Programs

Consider a standard form, alternating block of a Boolean equation system.
This block itself can be seen as a standard form Boolean equation system,
call it £. We construct a logic program II(€) which captures the solution
[€] of £. Suppose that the number of conjunctive equations of £ is less than
(or equal to) the number of disjunctive equations, or that no conjunction
symbols occur in the right-hand sides of £. The dual case goes along exactly
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the same lines and is omitted.* The idea is that II(£) is a ground program
which is polynomial in the size of £. We give a compact description of II(€)
as a program with variables. This program consists of the rules

depends(1). 9)
depends(Y') « dep(X,Y), depends(X). (10)
reached(X,Y) «— nu(X),dep(X,Y),Y > X. (11)
reached(X,Y) « reached(X, Z),dep(Z,Y),Y > X. (12)
— depends(Y'), reached(Y,Y ), nu(Y). (13)
extended for each equation o;z; = «; of € by
dep(i, 7). if ; = z; (14)
dep(, j). dep(i, k). if ; = (x; V ) (15)
1 {dep(i,j),dep(i, k)} 1. it oy = (x; A ) (16)

and by nu(i). for each variable z; such that o; = v.

The informal idea of the translation is that for the solution [E] of &, [€] =
0 iff II(€) has a stable model. This is captured in the following way. The
system & is turned effectively into a disjunctive system by making a choice
between dep(i, j) and dep(i, k) for each conjunctive equation z; = (z; Azy,).
Hence, each stable model corresponds to a disjunctive system constructed
from & and vice versa.

The translation can be exemplified as follows.

Example 45 Recall the Boolean equation system & of Example 44. 'The
program I1(&) consists of the rules 9-13 extended with rules:

1 {dep(1,2),dep(1,1)} 1.
dep(2,1). dep(2, 3).
dep(3,3).

nu(1). nu(3).

6.4 Correctness of the Translation

38

In this section, we prove formally the correctness of the translation. In par-
ticular, the main result below can be established by Lemmas 33 and 42

Theorem 46 Let & be a standard form, alternating Boolean equation system.

Then [E] = 0 ift TI(E) has a stable model.

Proof:

Consider a system & and its translation I1(£). The rules (14-16) effectively
capture the dependency graphs of the disjunctive systems that can be con-
structed from €. More precisely, there is a one to one correspondence be-
tween the stable models of the rules (14-16) and disjunctive systems that can
be constructed from & such that for each stable model A, there is exactly

*This is the case where the number of disjunctive equations of & is less than the number
of conjunctive equations, or where no disjunction symbols occur in the right-hand sides of

£.
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one disjunctive system £’ with the dependency graph G¢r = (V, E') where
V ={i|dep(i,j) € Aordep(j,i) € A} and E ={(i,]) | dep(i, j) € A}.
Now it is straightforward to establish by the splitting set theorem [39] that
each stable model A of TI(€) is an extension of a stable model A’ of the
rules (14-16), i.e., of the form A = A’ U A” such that in the corresponding
dependency graph there is no variable x; such that 0; = v and ; depends on
z; and z; is self-dependent. By Lemma 42 [£] = 0 iff there is a disjunctive
system &’ that can be constructed from & for which [£'] = 0. By Lemma 33
for a disjunctive system &', [£'] = 1 iff there is a variable z; such o; = v and
z1 depends on x; and z; is self-dependent. Hence, II(£) has a stable model
iff there is a disjunctive system &’ that can be constructed from £ whose
dependency graph has no variable z; such that 0; = v and x; depends on z;
and z; is self-dependent iff there is a disjunctive system £’ with [€'] # 1, i.e.,
[ET=0ift[€] = 0. O

Similar property holds also for the dual program, which allows us to solve all
alternating blocks of standard form Boolean equation systems.

Perhaps, further explanation of our translation is in order here. Although
II(€) is given using variables, for the theorem above a finite ground instanti-
ation of it is sufficient. For explaining the ground instantiation we introduce
a relation depDom such that depDom(i, j) holds iff there is an equation
o;x; = a; of € with x; occurring in ;. Now the sufficient ground instanti-
ation is obtained by substituting variables X, Y in the rules (10-11) with all
pairs 4, j such that depDom(z, j) holds, substituting variables X, Y, Z in rule
(12) with all triples [, 4, j such that nu(l) and depDom(%, j) hold and variable
Y in rule (13) with every ¢ such that nu(7) holds. This means also that such
conditions can be added as domain predicates to the rules without compro-
mising the correctness of the translation. For example, rule (12) could be

replaced by
reached(X,Y) <« nu(X),depDom(Z,Y), reached(X, Z),dep(Z,Y),Y > X.

Notice that such conditions make the rules domain restricted as required,
e.g., by the Smodels system.

Finally, it is worthwhile to observe that it is possible to construct a map-
ping from Boolean equation systems to propositional satishability as well (for
a description of propositional satishability problem, see p. 77 in [49]). In
principle, this would give a way to solve Boolean equation systems with vari-
ous propositional satishiability checkers.

However, if one uses the above translation from general form equation
systems to normal logic programs as a basis for such a mapping, it will not
straightforwardly lead to compact encodings. One of the reasons for this is
the fact that there are difficulties to encode predicates like depends(Y') and
reached(X,Y') (see rules 9-13) with short propositional formulas.

In the next section, we will describe some experimental results on solving
alternating Boolean equation systems with the approach presented in this
section. We will demonstrate the technique on a series of examples which
are solved using the Smodels system as the ASP solver.
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Figure 6: Process Mj, from [40, 53] for model checking the properties ¢ and
.

7 CASE STUDIES

In this section, we discuss some case studies using the Boolean equation sys-
tem solution methods proposed in this report. Two of these case studies used
a solver for conjunctive and disjunctive Boolean equation systems to tackle p-
calculus model checking problems. This solver is an implementation of the
solution algorithm reported in [23] which is also described in Section 5.2.
In the last case studies we used Smodels answer set programming system to
solve instances of general form Boolean equation systems with alternation.
We used the logic programming encoding reported in [32] which is also de-
scribed in Section 6.

7.1 Model Checking Examples

40

In this section, we describe an implementation of the solution algorithm
presented in [23] and discussed in Section 5.2. This prototype solver for al-
ternating conjunctive and disjunctive form Boolean equation systems is im-
plemented in the C programming language [33]. To give an impression of
the performance, we report experimental results on solving two verification
problems using the tool.

As our first benchmarks we used two sets of p-calculus model checking
problems borrowed from [40] and [53], converted to Boolean equation sys-
tems. The verification problems consist of checking p-calculus formulas of
alternation depth 2, on a sequence of regular labelled transition systems M,
of increasing size (see figure 6).

Suppose we want to check, at initial state s of process M}, the property
that transitions labelled b occur infinitely often along every infinite path of
the process. This is expressed with alternating fixed-point formula:

o1 =v XY ([b] X A [-0]Y) (17)

The property is false at state s and we use the solver to find a counter-example
for the formula.

In second series of examples, we check the property that there is an execu-
tion in M), starting from state s, where action a occurs infinitely often. This
is expressed with the alternating fixed point formula

¢ =vX.pY.((a) X V (—a)Y) (18)
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which is true at initial state s of the process Mj.

The problems of determining whether the system Mj, satisfies the speci-
fications ¢; and ¢4 can be directly encoded as problems of solving the cor-
responding alternating Boolean equation systems, which are in conjunctive
and disjunctive forms.

As an illustration we explain here the transformation of the first formula ¢,
using the standard translation [ 1, 4, 42] from p-calculus to Boolean equation
systems (see Figure 3). If we consider a labelled transition system M), =
(S, A, —) in Figure 6 then the Boolean equation system looks like:

VIs = Ys

Y = /\ Ty A /\ yy ¢ forallseS.

s’eV(a,s)  s’€V(—a,s)

Here, V(a, s) := {s'|s - s'} and V(—a, s) := {s|s L s and b # a}.

We report the times for the solver to find the local solutions corresponding
to the local model checking problems of the formulas at state s. The times
in this section are the time for the solver to find the local solutions measured
as system time, on a 2.4Ghz Intel Xeon running Linux (i.e. the times for
the solver to read the equation systems from disk and build the internal data
structures are excluded).

The experimental results are given in Figure 7. The columns are ex-
plained below:

e Problem:

— the process Mj, with k + 3 states
— ¢ the formula 17 to be checked
— ¢ the formula 18 to be checked

e n: the number of equations in the Boolean equation system corre-
sponding to the model checking problem

e Time: the time in seconds to find the local solution

In the problem with the property ¢4, the solver found solutions even with-
out executing the quadratic part of the algorithm. In the problem with prop-
erty ¢, the quadratic computation needed to be performed only on very
small portions of the equation systems. These facts are reflected in the per-
formance of the solver, which exhibits linear growth in the execution times
with increase in the size of the systems to be verified, in all of the experi-
ments.

The benchmarks in [40] and [53] have a quite simple structure, and there-
fore we must be careful in drawing general results from them. A more in-
volved practical evaluation is desirable here.

In the next section, we provide initial experimental results on Boolean
equation system benchmarks from more realistic applications in the domain
of protocol verification.
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‘ Problem ‘ n ‘ Time (sec) ‘

Ms000000 | ¢1 | 10000006 2.6
¢o | 10000006 3.0
Mi0000000 | @1 | 20000006 5.5
oo | 20000006 6.4
Mi5000000 | @1 | 30000006 7.5
oo | 30000006 9.0

Figure 7: Summary of execution times.

7.2 Model Checking DKR Leader Election Protocol

42

As second set of benchmarks, we used protocol models taken from [7], in-
stantiated with the uC'RL-tool set [6], and converted to Boolean equation
systems. The verification problem consists of model checking a p-calculus
formula on a sequence of distributed leader election protocol models of in-
creasing size, as described below.

In brief, the Dolev-Klawe-Rodeh (DKR) leader election protocol [16] con-
sists of n parties connected in a ring. These parties exchange messages and
after a finite number of messages, the party with the highest identification
informs the others being a leader. The protocol is modelled in [21] and
the desired safety property we need to check is that "Two leader-actions can
never occur on a same execution path of the system”. This specification is
expressed with a p-calculus formula (19) below

vX.([true]X A [leader]®) (19)
where the subformula ¢ is (20):

vY.([true]Y A [leader]false) (20)

The formula (19) is globally true on all protocol models.

If we consider the labelled transition systems M = (S, A, —) from [7],
then the above verification problem can be directly formalized as a Boolean
equation system prompting us to encode it as follows:

= A\ o n \ vo

s'eV(t,s)  s'eV(l,s) Vs € S
/\false/\ /\ys
s'eV(l,s) s'eV(t,s)

Here, V(1,s) := {s'|s feader s'}and V(t,s) := {s'|s — s’ and i € A}.

We then evaluated the performance of our algorithm from [23], which was
also discussed in Section 5.2, by measuring solution times. The testing was
done on a 1.0Ghz AMD Athlon running Linux with suthcient main memory,
and the times reported in this section are the average of 3 runs of the times
for the solvers to find solutions as reported by the /usr/bin/time command
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| Benchmark | [€] | Time (sec) |
DKR(5) 7192 0.0
DKR(6) 36714 0.1
DKR(7) 190618 0.2
DKR(8) 632284 0.8
DKR(9) | 3162712 4.2

Figure 8: Total solution times on DKR benchmark data.

(the times for the solver to read the equation systems from disk and build the
internal data structures are included).
The results are given in Fig. 8 where the columns are:

e Benchmark: DKR(n) DKR leader election protocol model with n par-
ties;

e |&|: the size of the Boolean equation system corresponding to the veri-
fication problem;

e Time(sec): The time in seconds needed to solve the equation system.

Previously, the above results were reported in [31]. It would have been
interesting to compare the performance of our algorithm to other Boolean
equation system solvers, like for instance those from [45]. Unfortunately, we
were not able to conduct such comparisons as we did not find any publicly
available implementations of other Boolean equation system solvers.

7.3 Solving Alternating Boolean Equation Systems

In this section, we describe some experimental results on solving alternat-
ing Boolean equation systems with the approach presented in Section 6.
We demonstrate the technique on a series of examples which are solved us-
ing the Smodels system (http://www.tcs.hut.fi/Software/smodels/)
as the ASP solver.

An advantage of using Smodels is that it provides an implementation for
cardinality constraint rules used in our translation, and includes primitives
supporting directly such constraints without translating them first to corre-
sponding normal rules.

Once again, we were not able to compare this method to other approaches
as we did not find any implementation capable of handling Boolean equa-
tion systems with high alternation depths. We also experimented with an-
other ASP system, DLV (release 2004-05-23 available on http://www.dbai .
tuwien.ac.at/proj/dlv/), as the underlying ASP solver but ran into per-
formance problems as explained below. We used Smodels version 2.26 to
find the solutions and the time needed for parsing and grounding the input
with 1parse 1.0.13 is included.

The encoding used for the benchmarks is that represented in Section 6.3
with a couple of optimizations. Firstly, when encoding of dependencies as
given in rules (14-16) we differentiate those dependencies where there is a
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vry = xo \Nx,
nre =11V,
VI3 = To NIy,
Hry =23V,
forn € 2N
Vp-3=Tpg/\Tp
WTpo = Tp-3V Ty
VIp1=Tp2/\Ty
Uy =2Tp_1V Tnj2 )

Figure 9: The Boolean equation system in [42, p.91].

choice from those where there is not, i.e., for each equation o;x; = a; of £

we add

ddep(i, 7). if ; = x5
ddep(i, j).ddep(i, k). if ; = (x; V )
1 {cdep(i,j),cdep(i, k)} 1. depDom(i, j). depDom(i, k). it oy = (z; A xy)
instead of rules (14-16). Secondly, in order to make use of this distinction

and to allow for intelligent grounding, rules (10-12) are rewritten using the
above predicates as domain predicates in the following way.

depends(Y') « ddep(X,Y), depends(X).

) «— depDom(X,Y), cdep(X,Y), depends(X).
) — nu(X),ddep(X,Y),Y > X.
) — nu(X),depDom(X,Y),cdep(X,Y), Y > X.
) «— nu(X),reached(X, Z),ddep(Z,Y),Y > X.
) «— nu(X),depDom(Z,Y), reached(X, Z),
cdep(Z,Y),Y > X.

X,Y
X,Y
X,Y
X,Y

All benchmark encodings are available at:
http://www.tcs.hut.fi/Software/smodels/tests/inap2004.tar.gz.

The experiments deal with solving alternating Boolean equation systems
of increasing size and alternation depth. The problem is taken from [42,
p.91] and consists of finding the solution to the left-most variable x; of the
Boolean equation system depicted in Fig. 9.

The example is such that a Boolean equation system in Fig. 9 with n
equations has the alternation depth n. The solution to the system is such
that [€] = 1 which can be obtained by determining the existence of a stable
model of the corresponding logic program.

The times reported in this section are the average of 3 runs of the time
for Smodels 2.26 to find the solutions as reported by the /usr/bin/time
command on a 2.0Ghz AMD Athlon running Linux. The time needed for
parsing and grounding the input with 1parse 1.0.13 is included. The exper-
imental results are summarised in Fig. 10.
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‘ Problem (n) ‘ Time (sec) ‘

1800 33.6
2000 41.8
2200 514
2400 60.0
2600 71.7

Figure 10: The experimental results on the Boolean equation system in

Fig. 9.

Our benchmarks are essentially the only results in the literature for al-
ternating Boolean equation systems with the alternation depth n > 4 of
which we are aware. Notice that our benchmarks have the alternation depths
1800 < n < 2600.

Like pointed out in [42], typical solution algorithms take exponential time
in the size of the equation system in Fig. 9, because a maximal number of
backtracking steps is always needed to solve the left-most equation.

We tried to use also DLV as the underlying ASP solver on this benchmark,
but found that it does not scale as well as Smodels when the size n of the
problem grows. For example, for size n = 1800 the running time for DLV was
over 30 minutes.

7 CASE STUDIES 45



8 CONCLUSION
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Boolean equation systems give a useful formalism to encode various prob-
lems encountered in a wide range of problem domains. For instance, these
domains include propositional logic programming (e.g. Horn clause satisfia-
bility [41]), automatic program analysis (e.g. abstract interpretation of func-
tional and logic programming languages [20]), and verification of concurrent
systems (e.g. equivalence checking [2, 13, 37, 45], model checking [1, 23,
32, 46], partial order reduction [48]). Boolean equation system solvers can
be used as general purpose tools targeted to handle these kinds of problems.

In this report, we develop an environment to solve Boolean equation sys-
tems. Namely, we present a framework which allows for considerably opti-
mizing the solver by taking advantage of many basic properties and features of
Boolean equation systems. We show how to solve various classes of Boolean
equation systems efficiently, and show how these different methods can be
combined into a single framework.

We discuss implementations as well as experiments with the proposed so-
lution techniques. Also, we demonstrate how the approach of the report can
be applied to solve model checking problems by discussing several case stud-
ies.

There is still room for further research on Boolean equation systems. For
instance, one might consider the following directions.

In Section 5.3, we give the proof of the complexity of solving conjunc-
tive and disjunctive Boolean equation systems without providing any imple-
mentation. The algorithm from [24] should be implemented, and its per-
formance should be evaluated on practical, real-life problems. Also, the ap-
proach from [24] should be compared to other related algorithms. It will be
interesting to see whether the complexity of solving conjunctive and disjunc-
tive classes can be further improved.

In Section 7.3, we provide a proof of concept implementation of the an-
swer set programming approach to solve general form, alternating Boolean
equation system. A full-blown Boolean equation system solver for general
systems, which is based on this approach, needs to be implemented. In addi-
tion, a more involved practical evaluation, and a comparison with the related

methods and tools (e.g. the one from [58, 50]) would be highly desirable.

Also, an interesting open question is whether or not there exist compact
encodings of Boolean equation systems as propositional satishability. Our
translation from Boolean equation systems to normal logic programs, to-
gether with the results in [29], gives a polynomial reduction from Boolean
equation systems to propositional satishability. It remains to be shown whether
this translation can be improved.

Recently, there has been an increasing interest to the study of various ex-
tensions of Boolean equation systems. These extensions include parameter-
ized Boolean equation systems [25, 26]. Some of the results in this report
can well be extended to parameterized systems as well, and automated tool
support for solving such extended Boolean equation systems should be devel-
oped.
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