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ABSTRACT: In this work we examine cardinality constraint logic programs.
We give a formal definition of the stable model semantics for general cardi-
nality constraint programs and define a syntactic subclass of them, omega-
restricted programs, that stays decidable even when function symbols are
used. We show that the computational complexity of omega-restricted pro-
grams is 2-NEXP-complete in the general case and NEXP-complete if func-
tion symbols are not used. We give a general framework for extending the
semantics and give four extensions to the basic semantics, including classical
negation and partial stable model semantics. We show how the extensions
can be translated back to normal omega-restricted programs and give a simi-
lar translation for logic programs with ordered disjunction. We present some
implementation details of omega-restricted programs and give several exam-
ples of their use.

KEYWORDS: Logic programming, cardinality constraint, instantiation, sta-
ble model semantics, smodels
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1 INTRODUCTION

Logic programming (LP) is a way to solve problems using formal logic. The
basic idea is to express the problem domain using a set of inference rules.
Then, an inference engine is used to find the solution for the problem. In its
purest form LP is a form of declarative programming where the programmer
does not explicitly write the algorithms to solve the problems but instead
describes what a valid answer should look like. At least this is how it works
in theory. In practice, many LP systems have some nondeclarative aspects in
them.

A normal logic program has four different kinds of syntactic elements:
terms, atoms, literals, and rules. Terms denote the elements from the uni-
verse of the problem domain, and atoms express statements about the ele-
ments and their relationships. For example, the atom parent(mother, son)
states that mother is a parent of son. A literal is either an atom A, or its nega-
tion not(A). In the classical case exactly one of A or not(A) is always true
but there are semantics where this does not hold. A rule then has the form:

h← l1, . . . , ln (1)

where an atom h is the rule head and the literals li form the rule body. The
intuition is that if all literals li are true, then also h has to be true.

Numerous different semantics for logic programs have been proposed
since van Emden and Kowalski published their ground breaking article The
Semantics of Predicate Logic as a Programming Language [79] in 1976
where they presented the mathematical foundation of the Prolog program-
ming language. It was soon found that Prolog had several weaknesses. For
example, it is not fully declarative as changing the order of literals or rules
may change the meaning of the program. We do not go into details here
since they are out of the scope of this work. A detailed discussion on capa-
bilities of Prolog can be found, for example, in Lloyd’s Foundations of Logic
Programming [37].

A number of different semantics have been proposed to overcome the
problems of Prolog. One of them, the stable model semantics by Gelfond
and Lifschitz [24, 25], has proven to be very suitable for many application
domains such as product configuration [66] and planning [34, 33].

A stable model of a logic program P is a set of atoms that is a classical
model1 of P that fulfills a few additional conditions that will be formalized
in Section 2. The stable models have two important properties:

1. minimality: If M is a stable model of P , then there is no stable model
M ′ that is a strict subset of M .

2. justification: Each atom a true in M has a non-circular justification.
That is, a occurs as a head of some rule with a satisfied body and where
none of the body literals are derived using a itself.

1A set of atoms is a classical model of a program if it is a model of the set of clauses that
is obtained by replacing each rule h← l1, . . . , ln by the implication l1 ∧ · · · ∧ ln → h.
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Consider a simple example:

a← not b

b← not a

c← b, not c

Here we have only one stable model, namely M1 = {a}. The other minimal
classical model would be M2 = {b, c} but this is not stable since c is not
justified in M2.

The stable model semantics of normal logic programs is one form of the
more general Answer Set Programming (ASP) paradigm [11, 21, 33, 39, 47].
In ASP a problem is encoded using a set of logical sentences P and the
answer is then a set of atoms that is a model of P that usually has to sat-
isfy the minimality and justification criteria. Most of the existing ASP sys-
tems are based on the stable model semantics for normal programs but a few
are based on other formalisms. Among the systems are SMODELS [50], As-
sat [36], Cmodels [3], and NoMoRe [1] that work for normal programs, DLV
for disjunctive programs, and ASPPS [18] for propositional schemata.

We can express a large number of problems nicely using normal logic
programs and ASP, but sometimes we run into conditions that cannot be ex-
pressed compactly. For example, in product configuration we might have a
rule of the form: “A computer must have at least one but at most four hard
disk drives.” A straightforward encoding of such a condition with n choices
out of m possibilities needs at least

(
m
n

)
rules to express it. However, con-

straints of this form can be easily expressed using the notion of cardinality
constraint literals that are a generalization of constraint rules that were pro-
posed in [68].

A cardinality constraint literal has the form:

L ≤ {l1, . . . , ln} ≤ U (2)

where U and L are integral lower and upper bounds and li are literals. The
intuition is that (2) is true if the number of true literals li is between the
bounds, inclusive. A constraint literal may occur in a rule in every place
where a basic literal may. For example, the rule:

1 ≤ {monitor15”, monitor17”, monitor19”} ≤ 1← computer

states that a computer has exactly one monitor that is of one of the three
available types.

Most of the earlier work on cardinality constraints [51, 68, 50, 65] has
concentrated on variable-free programs and variables have received only lit-
tle attention. A rule with variables is seen as a schema denoting its all ground
instances that are obtained by substituting constants that occur in the pro-
gram for variables. This interpretation is intuitively clear and works well
when the program does not have function symbols, but with functions the
situation gets more complicated.

In some cases we would like to use functions for computation. For exam-
ple, when we are instantiating the rule:

rectangle-area(X, Y, X × Y )← number(X), number(Y)
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with variable bindings {X/3, Y/2} we want to evaluate the product so that
we get the ground rule:

rectangle-area(3, 2, 6)← number(3), number(2)

instead of rectangle-area(3, 2, 3× 2). On the other hand, there are functions
that we do not want to evaluate in such a way. For example, if we have a
pairing function cons(a, b) we want to leave it as it is. Intuitively, we will take
the general approach that the functions are divided into two classes, inter-
preted built-in functions whose values are computed during the instantiation
process and uninterpreted function symbols that are left as they are.

One of the main aims of this work is to create a formal framework for using
cardinality constraint literals in conjunction with variables. The basic idea is
that the semantics of a program P is defined with respect to a data model D.
A program P contains two types of predicates: program and data. The idea
is that the rules of the program define when the program predicates are true
and the interpretations of the data predicates are given in the data model.
In addition to data predicates, the data model also contains definitions of the
universe of the problem instance and interpretations for all function symbols.

This approach is well-suited for developing uniform encodings [39] of
problems. An uniform encoding of a problem is a single logic program that
can be used to solve all instances of the problem by supplying the corre-
sponding data models. For example, the general graph coloring problem has
the following uniform encoding as a cardinality constraint program:

1 ≤ {has-color(X,C) : color(C)} ≤ 1← vtx(X)

← has-color(X,C), has-color(Y,C), edge(X, Y ), color(C)

where the first rule demands that each vertex has exactly one color and the
second rule requires that two adjacent vertices have different colors. The
predicates color/1, vtx/1, and edge/2 are data predicates and has-color/2 is
the only program predicate.

The construct has-color(X, C) : color(C) is a literal set that denotes the
set of atoms has-color(X, c) for which it holds that color(c) is true. For exam-
ple, if there are three colors: red, blue, and green, then the literal set expands
to the set:

{has-color(X, red), has-color(X, blue), has-color(X, green)} .

Sometimes it is convenient to be able to define a part of the data model
directly as rules in a program. For example, in Section 10.2 we will exam-
ine the Sokoban game that is basically a form of a planning puzzle where
actions involve pushing boxes to different directions. There the data model
involves the predicate same-segment(X1, Y1, X2, Y2, Dir) that is true if the
squares (X1, Y1) and (X2, Y2) are along the same straight line in direction
Dir with no structural obstruction between them. As there is a large number
of possible lines in all but trivial cases, it would be impractical to define them
all explicitly in the data model. On the other hand, same-segment/5 can be
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easily defined using a set of rules of the form:

same-segment(X, Y, X + 1, Y, east)← square(X, Y ), square(X + 1, Y )

same-segment(X, Y, Z + 1, Y, east)← same-segment(X, Y, Z, Y, east)
square(X, Y ), square(Z, Y ),

square(Z + 1, Y ) .

We define a syntactic subclass of cardinality constraint programs, the ω-
restricted programs that allows the programmer to define parts of the data
model within the program. The predicate symbols that occur in the program
are arranged into a hierarchy where the predicates on a higher level are de-
fined in terms of predicates in the lower levels. A predicate is then a data
predicate if it does not depend negatively on itself or on predicates that do.
It is guaranteed that those predicates have the same extensions in all stable
models of the program so interpreting them as data predicates does not cause
any problems. Additionally, ω-restricted programs have the property that they
stay decidable even when function symbols are allowed.

We examine the computational complexity of ω-restricted programs and
it turns out it is equal to the case of normal logic programs so allowing car-
dinality constraints does not increase complexity. The program complexity
for the ground case is NP-complete [51], EXP-complete for programs with
variables and no non-constant function symbols, and 2-EXP-complete for
programs with variables and function symbols. In the last case syntactic prop-
erties of ω-restricted programs ensure that the problem stays decidable.

In the course of this work we will also examine various ways to further gen-
eralize the notion of cardinality constraints. Two extensions that are perhaps
the most intuitive ones are weight constraints [65] and classical negation [25].
A weight constraint works otherwise just as a cardinality constraint but each
literal in it has a weight assigned to it and the constraint is satisfied if the sum
of weights of satisfied literals is between the bounds. In programs with classi-
cal negation we allow an atom A to have two different kinds of negation, the
default negation not(A) and the classical negation ¬A. The difference is that
not(A) is true if cannot prove that A is true while ¬A is true if we can prove
that A is false.

We also consider a third extension, partial stable models [30]. Normal sta-
ble models are total in the sense that each atom of the program is either true
or false in the model. Now we introduce a third truth value, undefined, to
the semantics. Intuitively an atom is undefined in the model if both having
it true and false lead into a contradiction, or if it depends on an undefined
atom. Allowing partial models is particularly valuable when we are construct-
ing encodings for our problems, since they can be used to identify errors in
the rules. For example, the program:

1 ≤ {a, b} ≤ 1← c.

a← b

b← a

c←

does not have a stable model but it does have a partial stable model where c
is true and both a and b are undefined. This indicates that the contradiction
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in the program is somehow related to the atoms a and b and it provides a
starting point for debugging.2

The ω-restricted cardinality constraint programs have been implemented
in the SMODELS system [48, 49, 50, 65, 77]. The system is divided into
two parts, smodels, the actual inference engine, and lparse, a front end for
instantiating the user programs. The input language of smodels does not
include general cardinality constraints but they are instead translated into
simpler rules that may be implemented efficiently.

1.1 Outline of the Work

We define the cardinality constraint programs formally in Section 3 and de-
fine stable model semantics for them in Section 4. We then introduce ω-
restricted programs in Section 5. In Section 6 we generalize the notion of a
cardinality constraint and present a few extensions to the semantics. We then
show how the extensions can be translated back into standard ω-restricted
programs in Section 7. We analyse the computational complexity in Sec-
tion 8 and present some implementation details in Section 9. Finally, we
show a few larger programming examples in Section 10.

1.2 Scientific Contributions

The main scientific contributions of this work are the formal stable model se-
mantics for cardinality constraint programs with variables (Sections 3 and 4),
and the definition of the class of ω-restricted cardinality constraint programs
(Section 5).

Other contributions include a framework for generalizing cardinality con-
straint programs and a partial stable model semantics for cardinality con-
straint programs in Section 6, and analysis for computational complexity of
ω-restricted programs in Section 8. The computational complexity results
are partly based on previous work of the author [75].

2Here the first rule asserts that exactly one of a and b has to be true while the second two
rules demand that both have to be true.
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2 THE STABLE MODEL SEMANTICS OF NORMAL PROGRAMS

We start by giving the definition of the stable model semantics of proposi-
tional normal programs [24]. A rule is an expression of the form:

h← a1, . . . , an, not b1, . . . , not bm

where h, ai, and bi are all propositional atoms. A rule is fact if n = 0 and
m = 0, and it is a Horn rule if m = 0. A logic program P is a set of rules.

As Horn constraint rules are monotonic, a program consisting only of such
rules has a unique minimal model [79]. We can find this model by using the
operator TP . Let P be a Horn program and S be a set of atoms occurring
in P . Then TP (S) is defined as follows:

TP (S) = {h | h← a1, . . . , an ∈ P and {a1, . . . , an} ⊆ S} .

The minimal model is the least fixed point of TP [79].

Example 2.1 Let P be the program:

a← b, c d←
b← d e← f
c← .

Now, the computation of the minimal model proceeds as follows:

TP (∅) = {c, d}
TP ({c, d}) = {b, c, d}

TP ({b, c, d}) = {a, b, c, d}
TP ({a, b, c, d}) = {a, b, c, d} .

Thus, the minimal model of P is M = {a, b, c, d}.

Given a set of atoms S, the reduct P S of a program P with respect to S
is obtained by removing from P :

1. Every rule r such that the body of r contains a negative literal not(a)
where a ∈ S; and

2. All negative literals from bodies of remaining rules.

This process may be viewed as replacing a negative literal with the truth value
that it has in S so that a true one is replaced by T and a false one by F .

Now, a set of atoms S is a stable model of P if and only if S is the minimal
model the reduct P S .

Example 2.2 Let P be the program:

a← not b

b← not a

c← a, not b

6 2 THE STABLE MODEL SEMANTICS OF NORMAL PROGRAMS



Now, P has two stable models: M1 = {a, c} and M2 = {b}. We see that the
reduct PM1 is the set of rules:

a←
c← a

and the least fixed point of TP M1 is, indeed, {a, c}. The set M3 = {a, b, c} is
a model of P in the classical sense, but it is not stable since PM3 = ∅ whose
minimal model is also empty.

The properties of the reduct ensure that S is a model of P S if and only
if it is also a model of the original program P . When we define the stable
semantics for cardinality constraint programs we see that this condition does
not hold there, and we have to add an extra condition and explicitly state
that S has to be also a model of P .

2 THE STABLE MODEL SEMANTICS OF NORMAL PROGRAMS 7



3 CARDINALITY CONSTRAINT PROGRAMS

The basic component of a logic program is an atom of the form:

p(t1, . . . , tn)

where p is a n-ary predicate symbol (n ≥ 0) and t1, . . ., tn are terms. A term
is either a variable v, a constant c, or an m-ary function symbol f(t1, . . . , tm)
where t1, . . ., tm are terms. A 0-ary function symbol is a constant. The set
of all available function symbols is denoted by F . We denote the pred-
icate symbol of an atom a by pred(a). A basic literal is either an atom a
or its negation not(a). The set of all predicate symbols P is divided into
two classes, program (PP ) and data (PD) predicates. Program predicates
are those whose values are defined by the program while extensions of data
predicates are fixed and come from some external data model. We demand
that PP should be finite. We also define a special atom,> that is always true.
For simplicity, we allow > to occur as both a program and a data predicate.

A literal set S is of the form:

ρX1 · · ·Xn.〈l : a1, . . . , am〉 (3)

where X1, . . ., Xn are the local variables, the basic literal l is the main literal,
and the basic atoms a1, . . . , am are conditions. The main literal has to be
a program predicate and only data predicates may occur among conditions.
Intuitively, the notation a1, . . . , an denotes the conjunction of the atoms ai.
In theory, we could replace the sequence by a single atom a where pred(a)
is a new data predicate whose extension is defined accordingly. However, we
do not do that because there are cases where the more verbose notation is
clearer.

We can suppose without loss of generality that none of the local variables
occur elsewhere in a program since we can always systematically rename
them.3 We denote the local variables, main literal, and the set of conditions
of S respectively by varsL(S), lit(S), and conds(S). We say that S is positive
if l is an atom a, otherwise S is negative.

The main idea of S of the form (3) is that it denotes the set of basic literals
l′ that is obtained by substituting a ground term for each local variable X ∈
varsL(S) in such a way that each literal ai is satisfied with the substitution .
We call this set the expansion of S and denote it with E(S). We present the
formal definition in the next section.

Example 3.1 Consider the literal set S = ρX.〈p(X) : q(X)〉. Then, S
denotes the set of literals E(S) = {p(a) | q(a) is true in the data model}.

A constraint literal C is of the form:

L ≤ {S1, . . . , Sn} ≤ U

where L and U are integral upper and lower bounds and S1, . . ., Sn are literal
sets. One or both bounds may be left out. In those cases we take 0 and∞ to

3However, in some example programs we use the same local variable in many literal sets
when the variables have a similar function.
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be the bounds. We use the notation boundL(C) = L, boundU (C) = U , and
L(C) = {S1, . . . , Sn}. However, we will often abuse the notation by using
S ∈ C in place of S ∈ L(C) in places where there is no risk of confusion.

The intuition is that a constraint literal is true whenever the number of
basic literals true in the union of the expansions of literal sets Si is between
L and U , inclusive. For example, 1 ≤ {ρX.〈select(X) : vtx(X)〉} ≤ 1 is true
when exactly one atom select(v) is true for which vtx(v) is also true.

The set of basic literals belonging to an expanded constraint literal is just
that, a set. It would be possible to extend the semantics to allow it to be a
multiset, but experience has shown that the set semantics is more intuitive
when encoding problems into cardinality constraint programs.

We use shorthand notations for several forms of constraint literals that
behave analogously to basic literals in normal logic programs. We use an
atom a to denote a constraint literal that is either of the form 1 ≤ {a : >}
when pred(a) is a program predicate, or 1 ≤ {> : a} if pred(a) is a data
predicate. Similarly, not(a) denotes constraint literals 1 ≤ {not a : >} and
1 ≤ {> : not a}.

A rule r is of the form:

C0 ← C1, . . . , Cn

where all Ci are constraint literals. Here C0 is the head and C1, . . ., Cn form
the body. We say that a rule is simple if boundL(C0) = 1, L(C0) = {〈h : >〉}
for some atom h, and boundU (Ci) = ∞ for each i ≥ 0. A simple rule is a
Horn constraint rule if all main literals that occur in it are positive. A logic
program P is a possibly infinite set of rules. The sets of literal sets occurring
in a rule r or a program P are denoted by L(r) and L(P ), respectively.

Intuitively a rule asserts that if all constraint literals in the rule body are
satisfied, then the head must be true also. We will also allow rules with empty
heads that prune out unwanted model candidates; if the body of the rule is
true, then we get a contradiction. We can interpret such a rule as a shortcut
for a rule with an unsatisfiable head of the form: 2 ≤ {〈f : >〉} where f does
not occur anywhere else in the program4.

The set vars(t) of variables that occur in a term is defined as follows:

vars(t) =


∅ , if t is a constant;
{t} , if t is a variable; and⋃m

i=1 vars(ti) , if t is a function f(t1, . . . , tm) .

A variable occurs in a basic literal l if it occurs in at least one of its argu-
ments:

vars(l(t1, . . . , tm)) =
m⋃

i=1

vars(ti) .

A variable occurs in a literal set S if it occurs either in the main literal or

4When we deal with a general cardinality constraint program, having f occur in also
other places does not cause problems. However, it may problems when ω-restricted pro-
grams (as defined in Section 5) are used, so we forbid it also in the general case.
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in some condition and it is not a local variable:

vars(ρX1 · · ·Xn.〈l : a1, . . . , am〉) =

(vars(l) ∪
m⋃

i=1

vars(ai)) \ {X1, . . . , Xn}
(4)

A literal set is ground if n = 0 and vars(S) = ∅.
In a similar manner the set of variables that occur in a constraint literal C,

a rule r, or a program P is defined to be the union of the sets of variables that
occur in their components:

vars(C) =
⋃

S∈L(C)

vars(S)

vars(r) =
n⋃

i=0

vars(Ci)

vars(P ) =
⋃
r∈P

vars(r) .

A constraint literal is ground if all literal sets in it are, and a rule is ground if
all constraint literals in it are.
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4 STABLE MODEL SEMANTICS OF CARDINALITY CONSTRAINT PROGRAMS

In this section we define the stable model semantics for cardinality constraint
programs. The basic semantics is defined directly for the ground programs,
and rules with variables are seen to denote the sets of their ground instances.
The instantiation is done relative to a data model. In some cases we might
use the Herbrand interpretation of the program as our model, but there are
cases where we want the data model to be more complex.

The definitions in this section are more complex than the corresponding
ones for normal logic programs. There are two main reasons for this:

1. we want to allow the use of some evaluated functions, for example
arithmetic operators, during the instantiation process; and

2. we have two kinds of variables, local and global.

We use the notation 〈P, D〉 to denote the combination of a program P
and a data model D. We do not restrict the ways how the data model may be
defined; in the simplest case it might be a set facts, or it might come from a
relational database.

The basic motivation for having a data model is that it provides a set of
built-in functions and predicates. For example, the data model may define
the basic arithmetic functions on integers (+, −, . . . ) as well as some predi-
cates (<, ≤, >, . . .) that can be used to make programs more compact.

As usual in logic programming we give the basic semantics for ground
programs and rules with variables are seen as short-hand notations for denot-
ing the set of their ground instances. However, this interpretation is not as
straightforward as in most other cases since literal sets and their local variables
have to be handled carefully. In practice we have to do the instantiation in
two stages where we instantiate all global variables and then expand all literal
sets to remove local variables.

We define the semantics using a Gelfond-Lifschitz-style [24] reduction
that transforms a cardinality constraint program P into a simpler one that
has a unique minimal model M ′. The reduction is done with respect to some
set of atoms M . If it happens so that M satisfies P and coincides with M ′,
then M is a stable model of 〈P, D〉. Our definition of the reduct extends the
definition given in [65] by allowing the use of literal sets.

The definition of the stable model semantics is divided into three parts:

1. instantiation where global variables are removed from the rules;

2. expansion where each literal set with local variables in P is replaced
by a set of ground basic literals; and

3. reduction where each rule of P is replaced by a possibly empty set of
Horn constraint rules.

Next we will give the definitions for data models and the three parts of
stable model semantics. We will use the Hamiltonian cycle problem as a
running example:
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Example 4.1 In the Hamiltonian cycle problem we are given a directed
graph 〈V, E〉 and an initial vertex i ∈ V and the object is to find a cycle
that visits each vertex exactly once. This problem can be given the following
uniform encoding:

1 ≤ {ρY.〈hc(X,Y ) : edge(X, Y )〉} ≤ 1← vtx(X)

1 ≤ {ρY.〈hc(Y,X) : edge(Y,X)〉} ≤ 1← vtx(X)

r(Y )← 1 ≤ {r(X), initial(X)}, hc(X,Y ), edge(X, Y )

← 1 ≤ {ρX.〈not r(X) : vtx(X)〉}

(5)

The first two rules ensure that there is exactly one incoming and one outgoing
edge for each vertex. The last two rules ensure that each vertex is visited by
the path. Here, the predicates edge/2, vtx/1, and initial/1 are data predicates
defined in the data model, and the predicates hc/2 and r/1 are program
predicates.

4.1 Data Models

The semantics of a program P is given relative to a data model D = 〈U, Σ, I〉
where U is the universe, Σ = 〈PD,F ,N〉 is the vocabulary consisting of a
set of data predicate symbols PD, a set of function symbols F , a set of 0-ary
names N ⊆ F , and an interpretation I that assigns:

1. a relation I(p) ⊆ Uk for each k-ary predicate symbol p ∈ PD; and

2. a computable mapping I(f) : Uk → U for each k-ary function symbol
f ∈ F .

An interpretation I assigns a constant function I(c) = ε 7→ u for each 0-ary
constant symbol c ∈ F . In these cases we will identify this function with its
value and simply denote that I(c) = u.

The set N of names has to contain a unique 0-ary name for each ele-
ment u ∈ U . That is, the interpretation I has to map each name n ∈ N
to a different element of U and for each element u ∈ U there has to be an
element n ∈ N such that I(n) = u. We will denote the inverse function of
I restricted to N by N so that N(I(n)) = n for each n ∈ N . Note that I
restricted to the set of all 0-ary constants does not have to be injective and it
may map more than one constant to the same element of U .

The data model provides the universe and the interpretations for all data
predicates and function symbols that may occur in a program. The reason
for making a distinction between the elements of U and their names in N is
that we can then separate the syntax of a program from the semantics given
by U and I when handling quantification of variables in the rules.

We do not impose restrictions on the nature of U ; it may be a finite set
of elements, or perhaps an infinite set of terms. However, for the purpose
of defining the semantics we disregard any possible internal structure of el-
ements of U . In this section we will use the convention that the elements
of U are written using bold-face (e.g. 0, f(a)) while all syntactic elements are
written using italic font (e.g. 0, f(a)). Unless specified otherwise, the name
of an element x is defined as N(x) = x. For example, N(f(a)) = f(a).
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f(a)

1

f(a)

F
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1

f(a)
I

I

I

N

N

Figure 1: The relationship of function symbols F , names N , and the uni-
verse U .

Note that the naming function is arbitrary and we do not in general assume
that the name of f(a) has to have any connection to the symbols f and a.

Here we want to emphasize that the different notations for f(a) are used
to make it more clear that the string of four characters ‘f(a)’ can occur in
three different roles:

1. it may denote the application of a function symbol f to the ground
term a;

2. it may denote the corresponding element of the universe; or

3. it may denote the name of the element.

Later on we will blur the distinction between names, terms, and elements
and use f(a) in all three roles.

The interpretation of a k-ary function symbol f ∈ F is total so it has to be
defined for each possible combination of arguments. The interpretation of a
compound term is defined in the standard way by using bottom-up evaluation
for interpreting its arguments.

Definition 4.1 The interpretation I(f(t1, . . . , tk)) of a term (k ≥ 0) under
a data model 〈U, 〈PD,F ,N〉, I〉 is the element:

I(f(t1, . . . , tk)) = I(f)(I(t1), . . . , I(tk)) . (6)

An interpretation I imposes a satisfaction relation for ground data atoms.

Definition 4.2 Given a data model D = 〈U, 〈PD,F ,N〉, I〉, a ground atom
p(t1, . . . , tk), p ∈ PD, is satisfied by D (denoted D |= p(t1, . . . , tk)) if and
only if 〈I(t1), . . . , I(tk)〉 ∈ I(p), and D |= not(p(t1, . . . , tk)) if and only if
D 6|= p(t1, . . . , tk).

Next, we give a few examples on how a data model may be defined and
how interpretations work. In the first example we define a simple data model.
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Example 4.2 Let D = 〈U, 〈PD,F ,N〉, I〉 be a data model where:

U = {0,1,2}
PD = {greater/2}
F = {+/2,×/2, 0, 1, 2} ∪ N
N = {0, 1, 2} .

We want to define the interpretation I so that the function + corresponds to
addition modulo 3, and × to multiplication modulo 3. We start by defining
the interpretation for the six constants (three names and three other con-
stants) of the model:

I(0) = I(0) = 0

I(1) = I(1) = 1

I(2) = I(2) = 2 .

Strictly speaking it is not necessary to separate a constant x from the name x
since the interpretations of constants 0, 1, and 2 already satisfy the naming
condition. However, they are included in the data model to illustrate the
situation that more than one constant may be mapped to the same element
of U .

The interpretation of a k-ary function symbol f ∈ F is some function
Uk → U . Thus, we set I(+) = h where h is defined as follows:

h(x,y) = x + y mod 3 .

Similarly, I(×) = g where g(x,y) = x× y mod 3.
The interpretation of the binary predicate greater/2 is defined as a set of

pairs of elements:

I(greater) = {〈x,y〉 | x,y ∈ U and x > y} .

In the second example we evaluate some ground terms and data atoms
using the simple data model.

Example 4.3 Let D be the data model defined in Example 4.2. We want to
find the truth values for two ground atoms:

A = greater(1, 2)

B = greater((2× 2) + 1, 1 + 2) .

To see whether a data atom is satisfied in a data model or not, we have to start
by finding the interpretations of the arguments. In the first case we have:

I(1) = 1

I(2) = 2 .

As 1 < 2, 〈1,2〉 /∈ I(greater) and D 6|= A.
Consider now the first argument of B. When we use a prefix notation the

term becomes +(×(2, 2), 1). By Definition 4.1,

I(+(×(2, 2), 1)) = I(+)(I(×(2, 2)), I(1)) .
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a b

c d

D = 〈U, Σ, I〉
U = {a,b, c,d, e}
Σ = 〈{vtx/1, edge/2, initial/1},N ,N〉
N = {a, b, c, d, e}

I(vtx) = {a,b, c,d}
I(edge) = {〈a,b〉, 〈b, c〉, 〈b,d〉, 〈c, a〉,

〈c,d〉, 〈d, c〉}
I(initial) = {a}

I(a) = a; I(b) = b; I(c) = c;
I(d) = d; I(e) = e

Figure 2: A sample data model for the Hamiltonian cycle example.

. Continuing the evaluation of I we get:

I(+(×(2, 2), 1)) = I(+)(I(×(2, 2)), I(1))

= h(I(×)(I(2), I(2)),1)

= h(g(2,2),1)

= h(1,1)

= 2 .

For the second argument the evaluation proceeds as:

I(+(1, 2)) = I(+)(I(1), I(2))

= h(1,2)

= 0 .

As 2 > 0, 〈2,0〉 ∈ I(greater) so D |= B.

Before we delve deeper into the realm of function symbols and their in-
terpretations, we present another simple data model that will be used later in
this section in the examples of rule instantiations.

Example 4.4 A sample data model for the Hamiltonian cycle problem that
was introduced in Example 4.1 is presented in Figure 2.

Herbrand Interpretations
Example 4.2 showed us how we can use functions that compute some con-
crete value in a data model. However, the standard practice in logic pro-
gramming is to use Herbrand interpretation for function symbols. There the
universe consists of all terms that can be formed by using the function sym-
bols and constants that occur in the program. A Herbrand universe is always
infinite if there exists at least one function symbol with arity greater than zero.
Next, we show how we can construct a data model that corresponds to the
Herbrand interpretation of the program.

Suppose that we have some program P and we want to use its Herbrand
interpretation. The actual literals and rules of P are not relevant when we
construct the interpretation, only the constants and other function symbols
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that occur in it. In practice, we have to define the sets U and N as well as
the interpretation I .

First, we define the sets C and F of function symbols that occur in P :

C = {c | c is a 0-ary function symbol (constant) occuring in P}
F = {f | f is a k-ary (k > 0) function symbol occurring in P} .

(7)

Then, we can define the set of names N . The intuition is that we add
each Herbrand term that can be constructed using C and F as a name inN .
The set N is the smallest set that fulfills the following two conditions:

1. For all c ∈ C, c ∈ N .

2. For all t1, . . ., tk ∈ N and f ∈ F , f(t1, . . . , tk) ∈ N .

As the definition leads to names with many underlines, we sometimes
simplify the notation and leave out the inner underlines. For example,

f(g(a), a) = f(g(a), a) .

Next, we define the universe U so that it contains exactly one element for
each name in N . The simplest way to do it to say that:

U = {x | x ∈ N} . (8)

Note that with this definition we end up with a situation where the universe
contains elements whose syntactic representations are underlined. We do
this because it makes it easier to define the interpretations of function sym-
bols.

Finally, we have to construct the interpretation I . We see that I should
map terms occurring in P to the corresponding Herbrand terms in U and
to do that in a consistent way. Thus, we have to ensure that, for example,
I(f(a)) = I(f(a)) = I(f(a)). This can be achieved by defining I(f) to be
the function f ′:

f ′(x) = ‘f ’ ◦ ‘(’ ◦ x ◦ ‘)’ (9)

where ◦ denotes the string concatenation. For all names n ∈ N , we set
I(n) = n, and for all other constants c ∈ F , we set I(c) = c.

We will use the notation DP,H later on to denote the data model that
corresponds to the Herbrand interpretation of P .

Example 4.5 Consider the case where we have two constants, a and b, and
one unary function symbol, f , occurring in a program and we want to use
the Herbrand interpretation for it. Then, the set of names N is the infinite
set:

N = {a, b, f(a), f(b), f(f(a)), . . .} .

The universe is then the set U :

U = {a,b, f(a), f(b), f(f(a)), . . .} .
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The interpretation I is defined as above. Suppose that we have to interpret
the term f(f(a)). Then,

I(f(f(a))) = I(f)(I(f(a)))

= f ′(I(f)(I(a)))

= f ′(f ′(a))

= f ′(f(a))

= f(f(a)) .

Thus, we can use “uninterpreted” function symbols by defining their in-
terpretation suitably.

Combining Herbrand Interpretations and Evaluated Functions
We can also define the data model so that some of the function symbols have
the Herbrand interpretation while the others are evaluated as in Example 4.2.
However, as interpretations are total, we have to define the value for nonsen-
sical applications of function, for example, f(b) + 5 has to evaluate to some
element of the universe. There are two basic approaches for this:

1. we can add a new element e to the universe to denote the error condi-
tion and define I(x + y) to be e whenever I(x) and I(y) are not both
natural numbers; or

2. we can use Herbrand interpretation for them.

In a practical implementation of the semantics we might want to take the
third approach and signal a type error to the programmer.

Example 4.6 Consider the following data model D:

D = 〈U, Σ, I〉
U = {e,0,1, f(e), f(0), f(1), f(f(e)), . . .}
Σ = {∅,F ,N}
F = {+/2, f/1, 0, 1, e} ∪ N
N = {e, 0, 1, f(e), f(0), f(1), f(f(e)), . . .}

where we want f/1 to have a Herbrand interpretation and +/2 to define
addition modulo 2. The definition of the interpretation of f can be defined
as in Example 4.5, that is I(f) = f ′ where f ′(x) = ‘f ’ ◦ ‘(’ ◦ x ◦ ‘)’.

For + we say that I(+) = h where:

h(x,y) =

{
x + y mod 2, if {x,y} ⊆ {0,1}
e, otherwise .

The intuition is that e acts as an error value that denotes that the value of the
function is undefined for x and y. Finally, I(e) = e, I(0) = 0, I(1) = 1,
and for each x ∈ N , I(x) = x.
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Consider now a compound term f(0 + 1) and its interpretation. By Defi-
nition 4.1:

I(f(0 + 1)) = I(f)(I(0 + 1))

= f ′(I(0 + 1))

= f ′(I(+)(I(0), I(1)))

= f ′(h(0,1))

= f ′(1)

= f(1) .

4.2 Removal of Global Variables

We start the formal definitions by the concept of a substitution where vari-
ables are replaced by ground terms.

Definition 4.3 Let P be a cardinality constraint program, ρ be a set of vari-
ables and D = 〈U, Σ, I〉 a data model. Then, a substitution σρ,D is a function

σρ,D : ρ→ N (10)

that associates an element σρ,D(v) ∈ N for each variable v ∈ ρ. We denote
the set of all substitutions on ρ and D by subs(ρ, D).

For clarity, we will often leave out the subscripts of a substitution where
there is no danger of confusion. We will use the notation X/a to denote that
a substitution maps the variable X to the name a.

Example 4.7 Let σρ,D = {x 7→ a, y 7→ b, z 7→ f(c, a)} be a substitution.
Then, an alternate representation would be {x/a, y/b, z/f(c, a)}.

Definition 4.4 Given a substitution σ ∈ subs(ρ, D), a (partial) instantiation
of a term t with respect to σ (denoted tσ) is defined recursively as follows:

tσ =



σ(t), if t is a variable and t ∈ ρ

t, if t is a variable and t /∈ ρ

N(I(f)(I(t1σ), . . . , I(tnσ))), if t = f(t1, . . . , tn) and
vars(f(t1σ, . . . , tnσ)) = ∅

f(t1σ, . . . , tnσ), if t = f(t1, . . . , tn) and
vars(f(t1σ, . . . , tnσ)) 6= ∅

(11)

An instantiation is total or ground if vars(t) ⊆ ρ.

Note that in the above a constant is a 0-ary function symbol.

Definition 4.5 Given a substitution σ ∈ subs(ρ, D), a (partial) instantiation
of an atom p(t1, . . . , tk) (denoted p(t1, . . . , tk)σ) is the atom p(t1σ, . . . , tkσ).

The partial instantiations of basic literals, literal sets, constraint literals,
are done in the same way, by instantiating all terms in them.
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Example 4.8 Consider an atom A = p(f(X + 5), Y ) where + is evaluated
and f has the Herbrand interpretation, and a substitution σ = {X/3}. When
we apply σ to A, we do it in a bottom-up fashion by applying it first to the
innermost expressions that occur in A. There, we see that:

Xσ = 3

5σ = N(I(5)) = N(5) = 5

Y σ = Y .

Next, we examine the term X + 5:

(X + 5)σ = N(I(+)(I(Xσ), I(5σ)))

= N(I(+)(I(3), I(5))

= N(I(+)(3,5))

= N(8)

= 8 .

Moving one step up, we find that:

f(X + 5)σ = N(I(f)(I(X + 5)σ))

= N(I(f)(8))

= N(f(8))

= f(8) .

Thus,
p(f(X + 5, Y )σ = p(f(8), Y ) .

Example 4.9 Let r be the rule

1 ≤ {〈a(X, Y + 2) : b(X, Y )〉} ← 1 ≤ {〈c(X) : >〉, 〈d(f(Y )) : e(Y )〉}

where +/2 is evaluated, f/1 has Herbrand interpretation, and σ = {Y/1} a
substitution. Then, the partial instantiation rσ is the rule:

1 ≤ {〈a(X, 3) : b(X, 1)〉} ← 1 ≤ {〈c(X) : >〉, 〈d(f(1)) : e(1)〉} .

A partial instantiation of a program P with respect to D is obtained by
replacing each rule r by the set of all instances that can be generated by
substituting elements from the set N of names for each global variable in r.

Definition 4.6 The partial instantiation of a cardinality constraint program
P with respect to a data model D is the set

inst(P, D) = {rσ | r ∈ P and σ ∈ subs(vars(P ), D)} . (12)

Note that this definition leaves all local variables untouched, since by (4)
they do not belong to vars(r).
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Example 4.10 The first rule of (5) in Example 4.1 is instantiated to:

1 ≤ {ρY.〈hc(a, Y ) : edge(a, Y )〉} ≤ 1← vtx(a)

1 ≤ {ρY.〈hc(b, Y ) : edge(b, Y )〉} ≤ 1← vtx(b)

1 ≤ {ρY.〈hc(c, Y ) : edge(c, Y )〉} ≤ 1← vtx(c)

1 ≤ {ρY.〈hc(d, Y ) : edge(d, Y )〉} ≤ 1← vtx(d)

1 ≤ {ρY.〈hc(e, Y ) : edge(e, Y )〉} ≤ 1← vtx(e) .

(13)

The five substitutions that give rise to these rules are: {X/a}, {X/b}, {X/c},
{X/d} and {X/e}.

4.3 Expansion

The expansion removes all local variables from a cardinality constraint pro-
gram. Each literal set is replaced by a set of basic literals. The set is con-
structed by applying all substitutions that satisfy all conditions to the main
literal.

Definition 4.7 The expansion of a literal set S = ρX1 · · ·Xn.〈l : a1, . . . , am〉
with respect to a data model D is the set

E(S, D) = {lσ | σ ∈ subs(varsL(S), D) ∧ ∀i ∈ [1, m] : D |= aiσ} . (14)

A constraint literal is expanded by expanding all literal sets in it.

Definition 4.8 The expansion of a constraint literal

C = L ≤ {S1, . . . , Sn} ≤ U

with respect to a data model D is defined as follows:

E(C, D) = L ≤ E(S1, D) ∪ · · · ∪ E(Sn, D) ≤ U . (15)

We say that E(C, D) is an expanded constraint literal.

The difference between unexpanded and expanded constraint literals is
that an unexpanded one contains literal sets while an expanded one contains
only basic literals. Note that after expansion there are only program predi-
cates left in the program. All simple data constraint literals 1 ≤ {〈> : a〉}
are replaced by 1 ≤ {>} if a is true, or by an unsatisfiable literal 1 ≤ {} if a
is false.

Example 4.11 Consider the constraint literal C:

C = 1 ≤ {ρX.〈a(X) : d1(X)〉, ρY.〈a(Y ) : d2(Y )〉} ≤ 2 .

Suppose that the interpretations of d1 and d2 in a data model D are:

I(d1) = {0,1,3}
I(d2) = {0,2}
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Then, the expansions of the two literal sets are:

{a(0), a(1), a(3)}; and
{a(0), a(2)}

so the expansion of C is

E(C, D) = 1 ≤ {a(0), a(1), a(2), a(3)} ≤ 2 .

The expansion of a rule is defined analogously to Definition 4.7.

Definition 4.9 The expansion of a rule r = C0 ← C1, . . . , Cn with respect
to a data model D is defined as follows:

E(r, D) = E(C0, D)← E(C1, D), . . . , E(Cn, D) . (16)

Example 4.12 Continuing from Example 4.10, the first rule of (13) expands
to:

1 ≤ {hc(a, b)} ≤ 1← 1 ≤ {>}

since there is only one pair in I(edge) where a occurs in the first argument.
The corresponding rule for vertex c expands to:

1 ≤ {hc(c, a), hc(c, d)} ≤ 1← 1 ≤ {>} .

There is also one element e in the universe of the example that is not a vertex.
For it, the rule is expanded to:

1 ≤ {} ≤ 1← 1 ≤ {} .

Since the body is unsatisfiable, this rule has no effect at all and it may be
dropped from the instantiated program.

The final rule of (5) expands to:

← 1 ≤ {not r(a), not r(b), not r(c), not r(d)} .

Now we are ready to combine partial instantiation with expansion to de-
fine Herbrand instantiation HI for cardinality constraint rules and programs.

Definition 4.10 Let r = C0 ← C1, . . . , Cn be a rule and D be a data model.
Then, the Herbrand instantiation HI of r with respect to D is the set

HI(r, D) = {E(r′, D) | r′ ∈ inst(r, D)} . (17)

Definition 4.11 Let P be a cardinality constraint program and D be a data
model. Then, the Herbrand instantiation HI of P with respect to D is the
set

HI(P, D) =
⋃
r∈P

HI(r, D) . (18)
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4.4 Reduct and Stable Model Semantics

Thus far we have only performed syntactic manipulation for a program P in-
stantiating it with respect to a data model D. In this section we complete the
semantics by defining a reduction for instantiated programs. The reduction
is done with respect to a set M of ground atoms. Our presentation follows
the one in [65].

We start by noting that a ground atom a is satisfied by M (denoted M |= a)
if a ∈M and a ground negative literal not(a) if a /∈M . Additionally, M |= >
for all M .

Definition 4.12 A set of ground atoms M satisfies an expanded constraint
literal C = L ≤ {a1, . . . , an, not b1, . . . , not bm} ≤ U if and only if L ≤
w(C, M) ≤ U where

w(C, M) = |{ai | ai ∈M}|+ |{bi | bi /∈M}| (19)

is the number of basic literals in C that are satisfied by M .

An instantiated rule r = C0 ← C1, . . . , Cn is satisfied by S (S |= r) if and
only if S satisfies C0 whenever it satisfies each of C1, . . . , Cn. An instantiated
program P is satisfied by S (S |= P ) if S satisfies each rule in P .

Example 4.13 Consider the expanded constraint literal C:

2 ≤ {a, b, not c} ≤ 3

Now, w(C, {a}) = 2 so {a} |= C. On the other hand, w(C, {a, c}) = 1 so
{a, c} 6|= C.

The reduct of a program consists of a set of Horn constraint rules. Since
there are only positive literals and no upper bounds, the rules are mono-
tonic [65] in the same way as ordinary Horn rules are; if M |= C, then
M ′ |= C for any set M ′ ⊇M so deducing new atoms can never render prior
deductions false.

Definition 4.13 The deductive closure cl(P ) of a set P of ground Horn con-
straint rules is the least fixed point of the operator TP where TP is defined as
follows

TP (M) = {a | a← C1, . . . , Cn ∈ P and for all i, M |= Ci} . (20)

The deductive closure of a set P of ground Horn constraint rules corre-
sponds to the unique minimal model of P [65].

Example 4.14 Let P be the set of Horn constraint rules:

a← 1 ≤ {a}
b← 0 ≤ {b}
c← 2 ≤ {b, d}, 1 ≤ {b, a} .

The deductive closure of P is {b}. However, if we add the rule

d← 1 ≤ {a, b, c}

to the set, then the closure is {b, d, c}.
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Definition 4.14 The reduct CM of an expanded constraint literal C = L ≤
{a1, . . . , an, not b1, . . . , not bm} ≤ U with respect to a set of atoms M is the
constraint

L′ ≤ {a1, . . . , an} (21)

where the lower bound

L′ = L− |{bi | bi /∈M}| . (22)

In effect, all negative literals and the upper bound in the constraint are
removed and the number of satisfied negative literals is subtracted from the
lower bound.

Example 4.15 Given a constraint C

1 ≤ {a1, not b1, not b2} ≤ 3 ,

its reduct with respect to {b1} is the constraint

C{b1} = 0 ≤ {a1}

and with respect to {b1, b2}

C{b1,b2} = 1 ≤ {a1} .

Definition 4.15 Let P be an instantiated cardinality constraint program and
M a set of atoms. Then, the reduct PM of P with respect to M is defined as
follows:

PM = {p← CM
1 , . . . , CM

n | C0 ← C1, . . . , Cn ∈ P, p ∈ C0 and
M |= p, M |= C1, . . . , Cn}

(23)

The main idea here is that the reduct of a single rule r with respect to
M is a set of simple rules whose bodies are the reducts of the body of r and
heads are those atoms of head(r) that are true in M .

Definition 4.16 A set M of atoms is a stable model of an instantiated pro-
gram P if and only if the following two conditions hold:

1. M |= P ,

2. M = cl(PM)

The first condition ensures that all rules are satisfied by the model and
the second one ensures that all atoms in M occur in heads of rules in P and
every atom in it has a non-circular justification.

Example 4.16 Consider the instantiated program P :

1 ≤ {a, c} ≤ 1← 1 ≤ {not b}
b← 2 ≤ {a, not c} .

Now, P has only one stable model, {c}. We immediately see that {c} |= P .
The reduct P {c} is:

c← 0 ≤ {}
whose closure is {c}. Thus, {c} is stable. On the other hand, {a, c} is not
a stable model since it does not satisfy the first rule, and likewise {b} is not
since cl(P {b}) = ∅.
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Finally, we can put everything together and define the stable model se-
mantics for cardinality constraint programs with variables.

Definition 4.17 Given a cardinality constraint program P and a data model
D, a set M of ground atoms is a stable model of 〈P, D〉 if and only if M is a
stable model of HI(P, D). We denote the set of all stable models of 〈P, D〉
by A(P, D).

Next, we show that the stable model semantics for cardinality constraint
programs is a true generalization of the stable model semantics for normal
logic programs.

We say that a cardinality constraint program is normal if and only if all
rules in it are of the form:

1 ≤ {h : >} ← 1 ≤ {a1 : >}, . . . , 1 ≤ {an : >},
1 ≤ {not b1 : >}, . . . , 1 ≤ {not bm : >} .

(24)

A rule of this form corresponds directly to a normal rule

h← a1, . . . , an, not b1, . . . , not bm .

Theorem 4.1 Let P be a normal cardinality constraint program. Then, M
is a stable model of P if and only if M is a stable model of a normal logic
program Pn that is obtained from P by replacing all constraint literals 1 ≤
{l : >} by the literal l.

Proof. Let a rule r be of the form (24) and M be a set of atoms. Then, if
h /∈M the reduct rM is empty, and if h ∈M , the reduct is:

h← 1 ≤ {a1}, . . . , 1 ≤ {an}, . . . , l1 ≤ {}, . . . , lm ≤ {} (25)

where li = 1 if bi ∈M , and 0 otherwise. If li = 1 for any i, then rM contains
an unsatisfiable body literal and thus it is trivially true and cannot be used to
justify h in the stable model. Otherwise, all literals 0 ≤ {} are trivially true
and can be left out from the rule.

Let a rule rn be the normal logic program version of r. Then, the reduct
rM
n is the rule:

h← a1, . . . , an (26)

if for all i, bi /∈ M and empty otherwise. We immediately see that the rules
(25) and (26) behave exactly the same under the corresponding TP operators
and they are satisfied by the same sets of atoms.

The only case when the reducts rM and rM
n are essentially different is

when h /∈ M and all negative literals in the body are satisfied since then rM

is empty but rM
n is not. Suppose that ai are all true in cl(PM

n ). Then, also
h ∈ cl(PM

n ) so cl(PM
n ) 6= M and M is not a stable model. Thus, in any

stable model M ′ of Pn, at least one ai is not true and the body of (26) is not
satisfied so it is not used to justify any atom in the model, and leaving it out
completely from PM does not change the minimal model of the reduct.

Thus, the sets of stable models of P and Pn are equal. �
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a

b

c

D = 〈U, Σ, I〉
U = {a,b, c, red,blue}
Σ = 〈{vtx/1, edge/2, color/1},N ,N〉
N = { a, b, c, red, blue }

I(vtx) = {a,b, c}
I(edge) = {〈a, c〉, 〈b, c〉}
I(color) = {red,blue}

I(a) = a; I(b) = b; I(c) = c; I(red) = red;
I(blue) = blue

Figure 3: A sample graph for vertex coloring

4.5 Example

Now we look at a simple cardinality constraint program and go through all
steps that are necessary in the definition of stable models. Let P be a program
that finds graph n-colorings:

1 ≤ {ρC.〈has-color(V, C) : color(C)〉} ≤ 1← vertex(V )

← has-color(X, C), has-color(Y,C), edge(X, Y ), color(C) .

For the sake of the example, let us find a 2-coloring for the graph shown in
Figure 3. In the first step we remove all global variables by creating a partial
instantiation. For the sake of clarity, we leave out rules with trivially unsat-
isfiable bodies as well as atoms whose predicate symbols are data predicates.
The resulting instantiation is:

1 ≤ {ρC.〈has-color(a, C) : color(C)〉} ≤ 1←
1 ≤ {ρC.〈has-color(b, C) : color(C)〉} ≤ 1←
1 ≤ {ρC.〈has-color(c, C) : color(C)〉} ≤ 1←
← has-color(a, red), has-color(c, red)

← has-color(b, red), has-color(c, red)

← has-color(a, blue), has-color(c, blue)

← has-color(b, blue), has-color(c, blue)

Next, we expand the three literal sets to get the Herbrand instantiation of
P2 = HI(P1, D):

1 ≤{has-color(a, red), has-color(a, blue)} ≤ 1←
1 ≤{has-color(b, red), has-color(b, blue)} ≤ 1←
1 ≤{has-color(c, red), has-color(c, blue)} ≤ 1←
← has-color(a, red), has-color(c, red)

← has-color(b, red), has-color(c, red)

← has-color(a, blue), has-color(c, blue)

← has-color(b, blue), has-color(c, blue)

Consider first the model candidate:

M1 = {has-color(a, red), has-color(a, blue)} .
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We see that M1 6|= P2, so M1 has to be rejected. Next we try:

M2 = {has-color(a, red), has-color(b, red), has-color(c, blue)

The reduct PM2
2 is

has-color(a, red)←
has-color(b, red)←
has-color(c, blue)←

← has-color(a, red),has-color(c, red)

← has-color(b, red),has-color(c, red)

← has-color(a, blue),has-color(c, blue)

← has-color(b, blue),has-color(c, blue)

The deductive closure is:

cl(PM2
2 ) = {has-color(a, red), has-color(b, red), has-color(c, blue)}

= M2,

so M2 is a stable model.
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5 OMEGA-RESTRICTED PROGRAMS

In the previous section we defined the semantics of a program with global
variables to coincide with the stable models of its instantiation. While this
is theoretically a clean way to do the definition, there are several practical
problems with it. Perhaps the most important consequence is that if we use
the Herbrand interpretation for some function symbols, then the problem of
finding a stable model becomes undecidable [37].

Thus, we are interested in finding a class of cardinality constraint programs
for which we can guarantee that we can always compute its stable models.
Moreover, we want that the class is syntactic so that we can easily check
whether a program belongs to it or not.

Another practical viewpoint is that the size of the full Herbrand instanti-
ation of even a function-free program may be exponential compared to the
original program in the general case. A large number of rules that occur in
the Herbrand instantiation are irrelevant since their bodies cannot be satis-
fied in any stable model and they can be left out of the instantiation without
affecting the stable models.

One common strategy of reducing the size of the ground instantiation is
to demand that all rules of the program are range-restricted in the sense that
if a variable occurs in a rule, then it has to occur also in a positive literal in
the rule body. Thus, the rule

a(X, Y )← b(X), c(Y ), not d(X, Y )

is range-restricted but

a(X, Y )← not d(X, Y )

is not since neither X nor Y occur in a positive literal in the rule body. This
way it is possible to compute the set of rules with possibly satisfiable bodies by
disregarding all negative literals and then computing the deductive closure of
the rules starting from ground facts. This approach makes it possible to use
deductive database techniques to further optimize the instantiation [23].

In this section we define a different form of range-restriction, namely the
class of ω-restricted programs that were originally introduced for normal logic
programs in [75]. Here we generalize the ω-stratification concept to handle
the new syntactic extensions.

A major motivation behind ω-restricted programs is to allow the program-
mer to define a data model of a program using the same syntax as the rest of
the program. We do it by allowing some program predicates that have fixed
extensions to act as data predicates for the rest of the program. We call them
domain predicates and they are defined using a stratifiable set of simple rules.
Such a set of rules has a unique least model and we add it to the data model.
Then we instantiate the rest of the program with respect to the augmented
data model.

In practice we construct a stratification of predicate symbols such that a
predicate p is on a at least as high level as a predicate q if q occurs in the
body of a rule for p. The unique stable model of the domain predicates
is then constructed one stratum a time, starting from the lowest one. The
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stratification contains an extra level, ω-stratum, to hold all the predicates
whose extensions cannot be syntactically guaranteed to be fixed.

In addition to domain predicates we may still use arbitrary data models.
In practice, a data model defines some built-in predicates and functions such
as equality (=) and arithmetic operators (+, −, . . .).

Since we now allow some program predicates to work as data predicates,
we also have to allow those predicates to occur in conditions of literal sets.
Also, from now on we do not have to use > as a program predicate anymore
so we can assign it to be solely a data predicate. We do this to simplify some
of the following definitions.

We say that a constraint literal in a rule body is simple if it is of the form
1 ≤ {a : >} where a is an atom. Intuitively, a rule is ω-restricted if each
variable that occurs in it occurs also in some positive simple constraint lit-
eral whose main predicate is on a strictly lower stratum than the head of the
rule. A program is ω-restricted if and only if all its rules are. This condition
ensures that even if there are some uninterpreted function symbols in a pro-
gram and its Herbrand instantiation is infinite, all its stable models are still
finite. Moreover, computing those models is decidable.

Example 5.1 We will continue to use the Hamiltonian cycle problem as our
running example. However, we now extend the program to make it work also
for undirected graphs. We do this by explicitly forcing the edge/2 predicate
to be symmetric by adding the rule:

edge(Y, X)← edge(X, Y ), vtx(X), vtx(Y ) .

Thus, the complete program is:

1 ≤ {ρY.〈hc(X, Y ) : edge(X, Y )〉} ≤ 1← vtx(X)

1 ≤ {ρY.〈hc(Y, X) : edge(Y,X)〉} ≤ 1← vtx(X)

r(Y )← 1 ≤ {r(X), initial(X)}, hc(X, Y ), edge(X, Y )

edge(Y,X)← edge(X, Y ), vtx(X), vtx(Y )

← 1 ≤ {ρX.〈not r(X) : vtx(X)〉}

Also, we now use a data model without any data predicates at all. Instead,
we define both vtx/1 and edge/2 as domain predicates. That is, they are
program predicates with fixed extensions that act as data predicates for other
predicates.

Our sample graph that was first presented in Figure 2 on page 15 can be
encoded as the set of following ten facts:

vtx(a)← vtx(b)← vtx(c)← vtx(d)←
edge(a, b)← edge(b, c)← edge(b, d)← edge(c, d)←
edge(c, a)← edge(d, c)← .

5.1 Dependency Graphs

In this section we define what it means for a predicate to depend on an-
other. We start by defining some auxiliary notations. Given a rule r =
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Figure 4: The dependency graph of the Hamiltonian cycle program.

C0 ← C1, . . . , Cn, we use head(r) to denote the set of main literals of lit-
eral sets that occur in C0, that is head(r) =

⋃
S∈C0

lit(S).
We also use the notations body+(r) and body−(r) to denote the sets of

positive and negative basic literals that occur somewhere in the body of a
rule r, either as a main literal or in some condition, and whose predicate
symbols are program predicates. Similarly, we use bodys(r) to denote the set
of basic literals that occur in simple constraint literals of the form 1 ≤ {a :
>} somewhere in the rule body.

Definition 5.1 Let P be a cardinality constraint program. Then, the one-
step dependency relation D1(P ) ⊆ PP (P )× PP (P ) is defined as follows:

D+
1 (P ) = {〈pred(h), pred(l)〉 | ∃r ∈ P :

h ∈ head(r) ∧ l ∈ body+(r)} (27)
D−

1 (P ) = {〈pred(h), pred(l)〉 | ∃r ∈ P :

h ∈ head(r) ∧ l ∈ body−(r)}
∪{〈pred(l), pred(a)〉 | ∃S ∈ L(P ) : (28)

l = lit(S) ∧ a ∈ conds(S)}
∪{〈pred(p), pred(p)〉 | ∃r ∈ P :

p ∈ head(r) and r is not simple}
D1(P ) = D+

1 (P ) ∪D−
1 (P ) (29)

Note that we define the dependency relation only over program predi-
cates. The reason for this that otherwise we could not guarantee that a finite
ω-restricted program has a finite stable model, since an infinite data model
might force the models to be also infinite. This point is further discussed in
Section 8. Another note is that since we defined PP (P ) to be finite, also
D1(P ) is finite even if P is infinite.

The definition of D−
1 (P ) may seem unnecessarily complex. Again, we

defer explaining the motivation behind it to Section 5.2 where we give the
formal definition of stable models for ω-restricted programs.

The one-step dependency relation may be drawn as a graph. For example,
the dependency graph of the program in Example 5.1 is shown in Figure 4.

We now generalize the one-step dependency relation to a full dependency
relation. The intuition is that a predicate p depends on a predicate q if there
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is a path from p to q in the dependency graph. If at least one of the edges
between p and q is negative, then p depends negatively on q.

Definition 5.2 A dependency path πP of a logic program P is a sequence

πP = 〈p1, p2, . . . , pn〉 (30)

where pi ∈ PP (P ) for 1 ≤ i ≤ n and 〈pj, pj+1〉 ∈ D1(P ) for 1 ≤ j < n.
A path πP is negative (denoted by πP ) if and only if 〈pj, pj+1〉 ∈ D−

1 (P ) for
some 1 ≤ j < n. The set of all dependency paths of P is denoted by ΠP and
the set of all negative dependency paths of P is denoted by ΠP .

Definition 5.3 The dependency relation D(P ) ⊆ PP (P )×PP (P ) of a logic
program P is defined as follows:

1. D(P ) = {〈p, q〉 | ∃π ∈ ΠP : π = 〈p, . . . , q〉};

2. D−(P ) = {〈p, q〉 | ∃π ∈ ΠP : π = 〈p, . . . , q〉}; and

3. D+(P ) = D(P ) \D−(P ).

Next, we define the concept of ω-stratification. The definition extends the
usual definition of stratification [2] by adding a new stratum, the ω-stratum,
for the predicates that depend negatively on each other.

Definition 5.4 An ω-stratification of a program P is a function S : PP (P )→
N ∪ {ω} such that:

1. ∀p1∀p2(〈p1, p2〉 ∈ D+(P )⇒ S(p1) ≥ S(p2)); and

2. ∀p1∀p2(〈p1, p2〉 ∈ D−(P )⇒ S(p1) > S(p2) ∨ S(p1) = ω) .

A stratification S is strict if

1. S(p1) > S(p2) whenever 〈p1, p2〉 ∈ D+(P ), 〈p2, p1〉 /∈ D(P ), and
S(p2) < ω.

2. for all p1 ∈ PP (P ) it holds that if S(p1) = ω, then there exists a
predicate p2 ∈ PP (P ) such that S(p2) = ω and 〈p1, p2〉 ∈ D−(P ).

We use the convention that ω > n for all n ∈ N. The first condition asserts
that a predicate p1 that depends positively on a predicate p2 has to be on at
least as high stratum as p2. The second condition states that if p1 depends
negatively on p2, then p1 has to be on a higher stratum or they both must be
in the ω-stratum.

Intuitively, a stratification is strict when it assigns all dependent predicates
that do not necessarily have to be on a same stratum to different strata and
does not put any predicate to ω-stratum if that is not necessary. Later in this
section we will present an algorithm that will compute a strict ω-stratification
for an arbitrary cardinality constraint program P if we are given its depen-
dency graph.
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Figure 5: A stratification of the Hamiltonian cycle program

Example 5.2 Consider Example 5.1. We can construct a strict ω-stratificat-
ion S for the program by looking at its dependency graph. As there are no
edges leading from vtx/1 or initial/1, we set S(vtx) = S(initial) = 0. As
edge/2 depends on vtx, we have S(edge) = 1. As hc/2 depends negatively
on itself and r/1 depends on it, we are forced to set S(hc) = S(r) = ω.

Example 5.3 Consider the program P :

odd(X + 1)← even(X), number(X)

even(X + 1)← odd(X), number(X)

Here we can set S(number) = 0 since it depends on nothing. As odd/1 and
even/1 depend on each other positively, we set S(odd) = S(even) = 1 to
complete the strict stratification S.

As the set of program predicates PP (P ) is finite, the following proposition
immediately follows:

Proposition 5.1 The number of non-empty strata in an ω-stratification of a
cardinality constraint program is finite.

Next, we will extend the ω-stratification to cover also rules and variables
by defining the concept of an ω-valuation.

Definition 5.5 The ω-valuation of a rule r under an ω-stratification S is the
function:

Ω(r,S) = max({S(pred(l)) | l ∈ head(r)}) (31)

The ω-valuation of a global variable V in a rule r under an ω-stratification S
is the function:

Ω(V, r,S) = min({S(pred(a)) | a ∈ bodys(r)∧V ∈ vars(a)}∪ {ω}) (32)

Example 5.4 Let S be as defined in Example 5.2. Consider the rule r:

1 ≤ {ρY.〈hc(X, Y ) : edge(X, Y )〉} ≤ 1← vtx(X)

Now

Ω(r,S) = S(hc) = ω

Ω(X, r,S) = min{S(vtx), ω} = 0
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Definition 5.6 A literal set ρX1 · · ·Xn.〈l : a1, . . . , am〉 is ω-restricted under
a stratification S if and only if S(pred(l)) > S(pred(ai)) for all i ∈ [1, m]
and {X1, . . . , Xn} ⊆

⋃
i∈[1,n] vars(ai).

In practice, this definition means that the main literal has to be on a strictly
higher stratum than the conditions, and that all local variables have to occur
in conditions.

A rule is ω-restricted if all literal sets in it are restricted and if all global
variables that occur in it also occur in a positive body literal that belongs to a
strictly lower stratum than the head. A program is ω-restricted if all its rules
are ω-restricted.

Definition 5.7 A cardinality constraint program P is ω-restricted if and only
if there exists a strict stratification S such that for all rules r ∈ P it holds that

∀V ∈ vars(r) : Ω(V, r,S) < Ω(r,S) .

and all literal sets L(r) are ω-restricted under S.

Example 5.5 Consider the rule r:

s(f(X))← s(X) .

This rule is not ω-restricted since ∀S : Ω(r,S) = Ω(X, r,S).

Finally, we divide the predicate symbols into two classes, domain pred-
icates that are on finite strata and non-domain predicates that are on the
ω-stratum.

Definition 5.8 Let P be an ω-restricted program. Then a predicate p ∈
PP (P ) is a domain predicate if and only if there exists a strict ω-stratification
S such that S(p) < ω.

We will use the term domain literal to denote a simple constraint literal
whose predicate is a domain predicate. We note here that if a predicate is on a
finite stratum in one strict stratification, then it is on a finite one in each such
stratification, since a predicate may be on the ω-stratum only if it depends on
some predicate that depends on itself negatively. Also, it turns out that every
cardinality constraint program has a strict ω-stratification. We devote rest of
this section to showing this.

We can create a strict ω-stratification of a program P using the algorithm
presented in Figure 7. Next, we explain what that algorithm does in practice.

Definition 5.9 Let P be a cardinality constraint program. Then, its strongly
connected component graph SCC(P ) = 〈VP , EP , NP 〉 is defined as follows:

1. v ∈ VP if and only if the following three conditions hold:

(a) v ⊆ PP (P );

(b) ∀x, y ∈ v : 〈x, y〉 ∈ D(P ) ∧ 〈y, x〉 ∈ D(P ); and

(c) ∀x, y ∈ PP (P ) : x ∈ v ∧ 〈x, y〉 ∈ D(P )∧ 〈y, x〉 ∈ D(P ) implies
that y ∈ v.
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even(X + 1) ← odd(X), number(X)
odd(X + 1) ← even(X), number(X)
{choose(X)} ← odd(X)

(a) Program

number

even odd

choose

number

odd
even

choose

(b) Dependency graph (c) SCC graph

Figure 6: An example of SCC graph formation.

2. 〈v1, v2〉 ∈ EP iff ∃x ∈ v1 : ∃y ∈ v2 : x 6= y and 〈x, y〉 ∈ D(P ).

3. NP ⊆ VP such that

NP = {v | ∃x, y ∈ v : 〈x, y〉 ∈ D−(P )} .

In effect, the nodes of SCC(P ) correspond with the strongly connected
components of the dependency graph of P . The set NP contains all those
strongly connected components that contain predicates that depend nega-
tively on itself.

The basic intuition of the algorithm create_stratification (Figure 7) is that
it first marks all components in NP as belonging to the ω-stratum, and then
it computes a depth-first search on SCC(P ). The nodes of VP that have
no successors and do not belong to NP are allocated on the 0-stratum. If
a node v has successors, then the maximum s of their strata is computed
recursively, and all predicates in v are assigned to the stratum s + 1 where
we suppose that ω + 1 = ω. In Figure 8 we see a sample SCC graph where
nodes belonging to NP are colored black and the resulting stratification that
the algorithm computes for it.

Proposition 5.2 Let P be a cardinality constraint program. Then, the result
S computed by the algorithm create_stratification is a strict ω-stratification
of P .

Proof. Suppose that for predicates p1 and p2 it holds that 〈p1, p2〉 ∈ D+(P ).
Then there are two further possibilities. If 〈p2, p1〉 ∈ D(P ), both predicates
belong to the same SCC and find_stratum assigns the same stratum for both
of them, so S(p1) ≥ S(p2). Otherwise, they belong to different components
and there is an edge in SCC graph from the component of p1 to the compo-
nent of p2. As find_stratum assigns a component to the stratum s+1 where s
is the maximum of the strata of its successors, we see that S(p1) ≥ S(p2)
where the equality holds only if S(p2) = ω.

Next, consider the case where 〈p1, p2〉 ∈ D−(P ). Then, if 〈p2, p1〉 /∈
D(P ), find_stratum behaves as above and either S(p1) > S(p2) or S(p2) =
S(p1) = ω. On the other hand, if 〈p2, p1〉 ∈ D(P ), then both p1 and p2
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function create_stratification(Program P )
Let S be an empty stratification
Let G := 〈V, E, N〉 be the SCC graph of P
foreach v ∈ V do

find_stratum(〈V, E, N〉, v, S)
end foreach
return S

end function

function find_stratum(Graph 〈V, E, N〉, Component v, Stratification S)
s := 0
if v ∈ N then s := ω
foreach v′ such that 〈v, v′〉 ∈ E do

s′ := find_stratum(〈V, E, N〉, v′, S)
if s′ ≥ s then s := s′ + 1

end foreach
foreach p ∈ v do

S(p) := s
end foreach
return s

end function

Figure 7: Creating an ω-stratification

0

0

1

1

2
3 ω ω

Figure 8: A sample SCC graph and its stratification

belong to the same component v ∈ Np so find_stratum assigns both to the
ω-stratum. Thus, S is an ω-stratification.

We see that S is strict since the only time when dependent predicates
p1 and p2 are assigned on the same stratum is when they both depend on
each other or when they both are on the ω-stratum. Moreover, only those
predicates that belong to some v ∈ Np or depend on such a predicate are
assigned to the ω-stratum so also the other requirement of strictness is met.

�

Corollary 5.1 Let P be a cardinality constraint program. Then, there exists
a strict stratification S of P .

Theorem 5.1 The problem of deciding whether a finite cardinality constraint
program is ω-restricted is decidable in a polynomial time.

Proof. The SCC graph of a cardinality constraint program P can be con-
structed in a linear time using, for example, the well-known Tarjan’s algo-
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rithm [61, pp. 481–483]. After that the algorithm create_stratification cre-
ates a strict ω-stratification S for P using a quadratic amount of time.5 After
that, we can check that each rule of P is ω-restricted in a linear time.

Furthermore, suppose that P is not ω-restricted under S but there is an-
other strict ω-stratification S ′ such that P is ω-restricted under it. Then
there exists some rule r and some variable V where Ω(V, r,S) ≥ Ω(r,S)
but Ω(V, r,S ′) < Ω(r,S ′). The first condition implies that for literals l ∈
bodys(r) such that V ∈ vars(l), S(pred(l)) ≥ Ω(r,S). Since for all h ∈
head(r) and l ∈ bodys(r) it holds that 〈pred(h), pred(l)〉 ∈ D(P ), we see
that Ω(V, r,S) = Ω(r,S) and all h and l either belong to the same SCC
or are belong to the ω-stratum since else the algorithm create_stratification
would have assigned the heads on a strictly higher stratum. However, this
causes contradiction with the assumption that Ω(V, r,S ′) < Ω(r,S ′) as a
strict stratification may not assign a predicate p into a lower stratum than a
predicate q if 〈p, q〉 ∈ D. �

5.2 The Stable Model Semantics of ω-Restricted Programs

The stable model semantics of an ω-restricted program P is defined by split-
ting P into n smaller programs where n is the number of different strata in
its stratification. A stable model is constructed incrementally, starting from
rules for predicates on 0-stratum, continuing upwards until the ω-stratum is
reached, if necessary.

Definition 5.10 Let P be a cardinality constraint program and S be its strict
ω-stratification such that P is ω-restricted under S. Then, the stratum pro-
gram P S

i is defined as follows:

P S
i = {r ∈ P | Ω(r,S) = i} . (33)

The data model of the program is also constructed incrementally, with
each strata progam instantiated with respect to the stable model of the previ-
ous strata.

As all rules belonging to finite strata are simple, their instantiations are of
the form:

1 ≤ {h} ← C1, . . . , Cn

where h is an atom and all constraint literals Ci are of the form:

L ≤ {a1, . . . , an, not b1, . . . , not bm}

where all atoms bi belong to a strictly lower stratum than the head h and their
total extensions are known at the instantiation time. Thus, for each atom bi

we know whether not(bi) is true or false, and we can replace it by its truth
value. If we also replace the head 1 ≤ {h} by the corresponding atom h,
the resulting rules will be Horn constraint rules and thus we can find their
deductive closure using the cl operator.

Formally, we alter the definitions of expansions of literal sets, constraint
literals, and rules so that data predicates that occur as main literals in literal

5The algorithm can be modified to achieve a linear time bound by caching results of
find_stratum.
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sets are evaluated. Then, the Herbrand instantiation for simple rules is de-
fined in the same way as in the previous section but the new definitions for
expansions are used instead.

Definition 5.11 The simple expansion of a literal set S = ρX1 · · ·Xn.〈l :
a1, . . . , am〉 with respect to a data model D is the set:

E ′(S, D) = {lσ | l /∈ PD ∧ σ ∈ subs(varsL(S), D)

∧ ∀i ∈ [1, m] : D |= aiσ} .
(34)

The satisfied expansion of S with respect to D is the set:

E ′
s(S, D) = {lσ | l ∈ PD ∧ σ ∈ subs(varsL(S), D) ∧D |= lσ

∧ ∀i ∈ [1, m] : D |= aiσ} .
(35)

Definition 5.12 The simple expansion of a constraint literal C = L ≤
{S1, . . . , Sn} ≤ U with respect to a data model D is defined as follows:

E ′(C, D) = L′ ≤ E ′(S1, D) ∪ · · · ∪ E ′(Sn, D) ≤ U (36)

where
L′ = L− |E ′

s(S1, D) ∪ · · · ∪ E ′
s(Sn, D)| . (37)

Definition 5.13 The simple expansion of a simple rule r = 1 ≤ {h : >} ←
C1, . . . , Cn with respect to a data model D is:

E ′(r, D) = h← E ′(C1, D), . . . , E ′(Cn, D) .

Example 5.6 Let C = 3 ≤ {ρX.〈a(X) : d(X)〉, ρY.〈not b(Y ) : d(Y )〉} be
a constraint literal where d/1, b/1 ∈ PD and a/1 /∈ PD. Suppose further
that D is defined so that the extension of d/1 is {1, 2} and the extension of
b/1 is {1}. Let S1 = ρX.〈a(X) : d(X)〉 and S2 = ρY.〈not b(Y ) : d(Y )〉.
Then,

E ′(S1, D) = {a(1), a(2)}
E ′

s(S1, D) = ∅
E ′(S2, D) = ∅
E ′

s(S2, D) = {not b(2)} .

Thus, the expansion of C is:

E ′(C, D) = 2 ≤ {a(1), a(2)} .

Definition 5.14 Let r = C0 ← C1, . . . , Cn be a simple rule and D a data
model. Then, its Herbrand instantiation is the set:

HI′(r, D) = {E ′(r′, D) | r′ ∈ inst(r, D)} . (38)

Let P be a set of simple rules. Then:

HI′(P, D) =
⋃
r∈P

HI′(r, D) .
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We start the construction of the full data model from an arbitrary data
model D and augment it by extensions of domain predicates.

Definition 5.15 Let D = 〈U, 〈PD,F〉, I〉 be a data model and M be a set of
ground atoms. Then D augmented by M (denoted D]M ) is the data model
D′ = 〈U, 〈P ′D,F〉, I ′〉 where

P ′D = PD ∪ {p | p is a predicate occurring in M}

and for all p ∈ P ′D:

I ′(p) =

{
I(p) ∪ {〈I(t1), . . . , I(tn)〉 | p(t1, . . . , tn) ∈M}, if p ∈ PD

{〈I(t1), . . . , I(tn)〉 | p(t1, . . . , tn) ∈M}, if p /∈ PD .

Let M1, . . ., Mn be sets of ground atoms. Then,

D ] {Mi}ni=0 = D ]M1 ] · · · ]Mn

Definition 5.16 Let P be a cardinality constraint program, S be its strict ω-
stratification, and D be a data model. Then, MS

0 = cl(HI′(P S
0 , D)), DS

0 =
D ]M0, and for each i ∈ N we define recursively:

1. MS
i+1 = cl(HI′(P S

i+1, D
S
i ))

2. DS
i+1 = DS

i ]MS
i+1

The data model of P is the set DS
P = D ] {Mi}∞i=0.

Note that by Proposition 5.1 only a finite number of strata are not empty,
so in practice we can compute DS

P in a finite number of steps.

Proposition 5.3 Let P be a cardinality constraint program and S1 and S2

be two different strict ω-stratifications such that P is ω-restricted under both.
Then, DS1

P = DS2
P .

Proof. Suppose that DS1
P 6= DS2

P . Then, there is a ground atom a on which
DS1

P and DS2
P disagree and which has the lowest ranking in both S1 and S2,

This means that if min{S1(pred(a)),S2(pred(a))} = k, then DS1
k−1 = DS2

k−1.
Let S denote the stratification for which DS

k |= a and S denote the one with
DS

k 6|= a. If there are more than one such atom, then let a be the one with
the shortest derivation where the length of a derivation is defined to be the
number of times the T operator has to applied before we know that a is in
the minimal model of HI′(P S

k , DS
k−1).

Now, there exists a rule a ← body in the instantiation of P S
k such that

every constraint literal in body is of the form:

L ≤ {l1, . . . , ln}

and at least L of the basic literals li are either satisfied in DS
k−1 or have shorter

derivations in HI′(P S
k , DS

k−1) than a. In particular, if li is negative, then it
has to belong to a lower stratum than a.
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The same rule occurs also in the instantiation of P S
k′ (where S(pred(a)) =

k′ < ω) but DS
k′ 6|= body. Thus, body contains some ground literal li such

that DS
P |= li but DS

P 6|= li. However, this contradicts our assumptions since li
is either on a lower stratum than a or it has a shorter derivation than a. Thus,
DS1

P = DS2
P . �

Because of the above proposition, we can simply leave the stratification
out of the definition of P S

i and DS
P and simply write Pi and DP .

Now we are ready to define stable models of ω-restricted programs.

Definition 5.17 Let P be an ω-restricted program and D a data model.
Then, M is a stable model of P if and only if M is a stable model of 〈Pω, DP 〉.

Proposition 5.4 For each i ∈ N, Mi is the unique stable model of 〈Pi, D ]
{Mi}i−1

j=0〉.

Proof. All rules on stratum 0 are ground facts of the form a←. Thus, cl(P0) is
trivially the unique stable model of 〈P0, D〉. Suppose that there exists k ∈ N
such that claim holds for all i ≤ k. Now, consider stratum k+1. Either Pk+1

is empty and ∅ is the unique stable model of 〈Pk+1, D ] {Mj}k−1
j=0〉; or Pk+1

consists of monotonic simple rules and cl(HI′(Pk+1, D ] {Mj}k−1
j=0)) is the

unique stable model. �
We can now see the motivation behind the definition of D−(P ) in (28).

There we added a negative dependency between a main literal l and its con-
ditions ai in a set literal. In practice, this forces l to be on a strictly higher
stratum than any of ai, so the full extensions of ai are known before the set
literal is expanded.

Predicates that occur in heads of non-simple rules depend negatively on
themselves because intuitively a rule of the form: {a} ← introduces a choice
where we can make a either true or false, so its extension is not fixed and
we cannot use it as a domain predicate. However, there are also some non-
simple rules, for example, 2 ≤ {a, b} ≤ 2←, that would behave in a similar
fashion than simple rules. Since it is not trivial to identify these rules in every
situation and they can be rewritten as a set of simple rules, we chose to allow
only simple rules for domain predicates.

In the Herbrand instantiation there may be many rules that do not affect
the computation of stable models since their bodies are necessarily false. In
particular, if a ground rule r has a domain atom a in its body where DP 6|= a,
it may never justify any atom in a stable model. We define that a rule is
relevant if all domain literals in it are satisfied.

Definition 5.18 Let R be a set of ω-restricted rules and D be a data model.
Then, relevant instantiation HIr(R,D) is the set:

HIr(R,D) = {E(r, D) | r ∈ inst(R,D) and D |= Ci for all positive
domain literals Ci in the body of r} .

(39)

Similarily, we use HI′r(P, D) to denote the analogous relevant instantiation
of simple rules.

When we compare this definition to the Definition 4.10, we see that
HIr(P, D) ⊆ HI(P, D).
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Theorem 5.2 Let P be an ω-restricted program and D a data model. Then,
HI(Pω, DP ) and HIr(Pω, DP ) have the same stable models.

Proof. To make the proof more legible, we use the shorthand notations PG =
HI(Pω, DP ) and Pr = HIr(Pω, DP ).

Let M be a stable model of PG. As Pr ⊆ PG, we see that M is a model
of Pr. Suppose that M is not stable with respect to Pr. Then there exists an
atom a ∈M such that a /∈ cl(PM

r ) but a ∈ cl(PM
G ). As a ∈ cl(PM

G ), there is
a rule r = a ← body ∈ PM

G such that M |= body. The rule r is a reduct of
a rule r′ = h ← body′ where M |= body′. However, since M is a model of
Pr, this implies that r′ /∈ Pr. Since by definition PG \ Pr contains only rules
with unsatisfiable bodies, we have M 6|= body′, a contradiction. Thus, M is a
stable model of HIr(Pω, DP ).

Next, let M be a stable model of Pr. As PG \ Pr contains only rules with
unsatisfiable bodies, M is a model of PG. Moreover, it is stable since no rule
in (PG \ Pr)

M can contribute any new atoms to cl(PM
G ). �
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6 GENERALIZING CARDINALITY CONSTRAINTS

Thus far, we have examined the case where the bounds for constraint literals
are integers and the satisfaction criterion is the sum of satisfied basic literals
inside the constraints. However, we can also consider some other ways to
define the satisfaction relation. We do this by defining general valuation
functions that check whether a set of literals is satisfied. This approach was
originally inspired by set constraint programs of Marek and Remmel [42].

6.1 Cardinality Constraints

A cardinality constraint consists of a set of literal sets and two integral bounds.
The two bounds can be seen as attributes that are associated with the literal
sets. We now generalize the notation by allowing a constraint literal to have
a number of attributes.

Definition 6.1 A constraint literal signature C is a set of pairs 〈t, n〉 where t
is a type identifier and n ∈ N the arity.

Each constraint literal C that occurs in a program belongs to one of the
types defined in the signature C and has n terms associated with it.

Definition 6.2 A constraint literal is a triple C = 〈t, S, A〉 where

• t is a type identifier;

• S = 〈S1, . . . , Sm〉 is a sequence of literal sets; and

• A = 〈t1, . . . tn〉 a sequence of terms.

A constraint literal belongs to the signature C if there exists a pair 〈t, n〉 ∈ C.

Here we define S as a sequence instead of a set since we might want to
add attributes directly to the literal sets so we need a way that attributes are
correctly associated. However, we will continue using the set notation in
cases where the order is not significant.

Example 6.1 The cardinality constraints have the signature 〈card, 2〉 and an
individual cardinality constraint L ≤ {a(X) : b(X)} ≤ U is then expressed
as 〈card, {a(X) : b(X)}, 〈L, U〉〉

For most of the time we will consider only ground programs in this section.
In particular this means that all literal sets that we use will be of the form
l : > where l is a ground basic literal and that we can treat all functions as
constants. We use the notation Lits(P , C) to denote the set of all constraint
literals that can be constructed using the predicate signatureP and constraint
literal signature C, and Rules(P , C) to denote all possible ground rules. A
formula is either a basic literal, a constraint literal, or a rule. The set of all
formulas that occur in a program P is denoted by F(P ) and the set of all
atoms occurring in it by At(P ).
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6.2 Interpretations, Valuators, and Models

An interpretation is a function that assigns a truth value from a finite set T
for each atom in At(P ). For most of the time we will use the set TB = {T, F}
containing the classical truth values true and false, but in Section 6.8 we add
a third value: undefined U . For each set of truth values we also associate a
partial order ≤ such that the partially ordered set (poset) 〈T ,≤〉 is a lattice.

Definition 6.3 A poset 〈S,≤;∨,∧〉 is a lattice if for all elements x, y ∈ S
the following two conditions hold:

1. there exists a unique least upper bound z = (x ∨ y) ∈ S such that for
all z′: x ≤ z′ ∧ y ≤ z′ implies that z ≤ z′; and

2. there exists a unique greatest lower bound z = (x ∧ y) ∈ S such that
for all z′: z′ ≤ x ∧ z′ ≤ y implies that z′ ≤ z.

A lattice is complete if for all subsets S ′ ⊆ S, the elements
∨

S ′ and
∧

S ′

exist.

Since 〈T ,≤〉 is finite, there exist a unique minimum (denoted also by ⊥)
and a maximum (denoted >) truth value [14]. If x ≤ y and x 6= y, we write
x < y.

Example 6.2 For the boolean truth values TB = {F, T} we have F < T .

Definition 6.4 Given a ground program P and a set of truth values T , an
interpretation I is a function:

I : At(P )→ T (40)

that assigns a truth value I(A) for each atom A ∈ At(P ). The set of all
interpretations of P using truth values T is denoted by I(P, T ).

We will use the symbol⊥ to also denote the interpretation that assigns the
minimum truth value ⊥ for all atoms when there is no risk of confusion.

A valuation extends an interpretation to cover all formulas of F(P ). As
the way how we create a valuation depends on the exact semantics used, we
define the concept of a valuator function. A valuator is a function that takes
as its argument a formula and an interpretation and returns the valuation of
the formula.

Definition 6.5 Given a ground program P and a set T of truth values, a
valuator v is a function:

v : F(P )× I(P, T )→ T (41)

that associates a truth value v(f, I) for a formula f under an interpretation I
such that v(A, I) = I(A) for all A ∈ At(P ).
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Example 6.3 A valuator vC for standard expanded cardinality constraint lit-
erals C = 〈card, {l1, . . . , ln}, 〈L, U〉〉 can be defined as follows:

vC(C, I) =

{
T, if L ≤ |{li | 1 ≤ i ≤ n ∧ I(li) = T}| ≤ U

F, otherwise .

We also need the valuator to assign a truth value to each rule r = C0 ←
C1, . . . , Cn. This can be done as follows:

vC(r, I) =

{
T, if vC(C0, I) = T or vC(Ci, I) = F for some i ∈ [1, n]

F, otherwise .

When we defined the stable model semantics in Definition 4.16 we had
two conditions that a candidate model had to fulfill: each rule of the program
had to be satisfied and the deductive closure of the reduct had to be the same
as the model candidate. The rule satisfaction condition is simple in all two-
valued logics as the rule is either true or false. However, when there are more
truth values it is no longer clear what a satisfied rule is. Because of this we
also have to define a two-valued version of a valuator that tells what truth
values are acceptable for rules. For example, when we define the partial
stable models in Section 6.8, a rule may be either true or undefined in a
partial model, but it may not be false.

Definition 6.6 Let P be a ground program, and v be a valuator. Then a
v-satisfier sv is a function:

sv : F(P )× I(P, T )→ TB . (42)

We use the notation I |=v f to denote the case where sv(f, I) = T . An
interpretation I is a v-model of P if for all rules r ∈ P , I |=v r. The set of all
v-models of P is denoted by Av(P ).

We can say that a satisfier defines a semantics. That is, given a program
P , a satisfier sv assigns a set of models {M |M |=v P} to the program.

6.3 Imposing an Order over Models

When we have an ordered set of truth values 〈T ,≤〉, we can extend the order
to cover the set I(P, T ) for a given program P so that I1 ≤ I2 if all atoms
have at least as high truth value in I2 as in I1. The reason why we want to
impose an ordering over the set of interpretations is that it gives us a way to
define the minimality of a model when there are more than two truth values
involved.

Definition 6.7 Let P be a ground program, and 〈T ,≤〉 an ordered set of
truth values. Then, the order 〈I(P, T ),≤〉 is defined as follows:

I1 ≤ I2 ⇐⇒ ∀A ∈ At(P ) : I1(A) ≤ I2(A) . (43)

If I1 ≤ I2 and I1 6= I2, then we write I1 < I2.
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Here we immediately note that 〈I(P, T ),≤〉 is a poset since the relation≤
is reflexive, transitive, and antisymmetric. Reflexivity and transitivity are triv-
ial, and we see the antisymmetry by noting that the relation 〈T ,≤〉 is anti-
symmetric.

Definition 6.8 Given a ground program P , a valuator v, and an ordered set
of truth values 〈T ,≤〉 then a v-model M of P is minimal if there does not
exist a model M ′ ∈ Av(P ) such that M ′ < M .

The second concept encountered in the definition of the stable semantics
is the justification property: each atom true in a model should have some
reason be in there; if we cannot show that an atom A has to be true in a
model, then it should be false. When we take this intuition and extend it
to cover the case where there are possibly more than two truth values, it
translates into finding models that are minimal in the sense of Definition 6.8.

On page 6 of Section 2 we defined the TP operator that operates over sets
of atoms and whose fixpoint corresponds to the minimal model of a set of
monotonic Horn rules. On page 22 we then saw a similar operator for Horn
constraint rules. Now, we generalize the notion and say that a class of rules
has the Horn property if a set P of such rules always has a unique minimal
model and the model can be found as the least fixed point of an operator ΦP .

When we are seeking for a suitable fixpoint operator we are assisted by the
fact that we can construct a complete lattice out of the order 〈I(P, T ),≤〉
by giving suitable definitions for the binary join (x ∨ y) and meet (x ∧ y)
operators. By the well-known Knaster-Tarski fixpoint theorem, each order-
preserving operator on a complete lattice has a least fixed point6 so when
given such an operator we only have to prove that the fixpoint corresponds to
the minimal model.

Definition 6.9 Let I1, I2 ∈ I(P, T ). Then, the operators ∨ and ∧ are de-
fined as follows:

I1 ∨ I2 = {(A, t) | A ∈ At(P ) and t = max(I1(A), I2(A))}
I1 ∧ I2 = {(A, t) | A ∈ At(P ) and t = min(I1(A), I2(A))} .

(44)

Example 6.4 In case of classical truth values TB where an interpretation I
can be identified with the set of atoms M = {a | I(a) = T} that it makes
true, the operations I1 ∨ I2 and I1 ∧ I2 can be identified with the union
M1 ∪M2 and the intersection M1 ∩M2.

Proposition 6.1 Let P be a ground program, and 〈T ,≤〉 be a lattice of truth
values. Then, the structure 〈I(P, T ),≤;∨,∧〉 is a complete lattice.

Proof. In case of 〈I(P, T ),≤;∨,∧〉 we see that both I1 ∨ I2 and I1 ∧ I2

assign a truth value for each atom in At(P ) and thus they are interpretations
in I(P, T ), so 〈I(P, T )〉 is a lattice.

Next, given a set of interpretations S ⊆ I(P, T ), we define two interpre-
tations, Imin and Imax as follows:

∀a ∈ At(P ) : Imin(a) = min{I(a) | I ∈ S} ∪ {⊥}
∀a ∈ At(P ) : Imax(a) = max{I(a) | I ∈ S} ∪ {>} .

We see that Imin =
∧

S and Imax =
∨

S, so the lattice is complete. �

6See, for example, discussion in Chapter 7 in [14].
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Definition 6.10 Let P be a ground program and v a valuator. Then, an
operator ΦP : I(P, T )→ I(P, T ) is order-preserving if and only if:

∀I1, I2 ∈ I(P, T ) : I1 ≤ I2 ⇒ ΦP (I1) ≤ ΦP (I2) . (45)

Definition 6.11 Given a valuator v, a class of ground rules H ⊆ Rules(P , C)
has the Horn property under v if and only if the following two conditions
hold:

1. P has a unique minimal v-model for each set of rules P ⊆ H ; and

2. there exists an order-preserving operator Φ such that for all sets P ⊆ H ,
the least fixed point of ΦP equals to the minimal v-model of P .

The minimal model of a set P ⊆ H is denoted by clv(P ).

6.4 Stable Models

We define the stable model semantics for general constraint literal programs
via the notion of a reducer. A reducer is a function that creates a Gelfond-
Lifschitz-style reduct out of a Rules(P , C) program with respect to a given
interpretation. The rules that belong to the reduct should have the Horn
property as defined in the last section so that we can compute their minimal
model using an order-preserving operator. If this minimal model agrees with
the given interpretation and it satisfies all rules of the original program, then
it is stable. For the rest of this section, we use the notation RulesH(P , C) to
denote the class of rules that can belong to the reduct.

Definition 6.12 Given a ground program P , an ordered set of truth values
T , and a signature 〈P , C〉, a constraint reducer c is a function:

c : Lits(P , C)× I(P, T )→ 2Lits(P,C) (46)

that associates a set of constraint literals c(C, I) with each pair 〈C, I〉 where C
is a constraint literal and I is an interpretation.

A reducer r is a function

r : Rules(P , C)× I(P, T )→ 2RulesH(P,C) (47)

that associates a set of rules r(r, I) for each pair 〈r, I〉 where r is a rule and I
is an interpretation.

Example 6.5 Given an extended cardinality constraint

C = 〈card, {a1, . . . , an, not b1, . . . , not bm}, 〈L, U〉〉

and a set of basic literals M , we can define the reducer c for it as:

c(C, M) = {〈card, {a1, . . . , an}, 〈L− |{bi | bi /∈M |,∞〉〉} . (48)

This definition corresponds to the one given in Definition 4.14. Similarly,
we can construct the reducer r for a rule r = C0 ← C1, . . . , Cn as:

r(r, M) = {p← c(C1, M), . . . , c(Cn, M) | p ∈ C0 ∩M

∧M |=vC
C1, . . . , Cn}

(49)

where vC is defined as in Example 6.3.
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After a reducer has been defined, we can generalize the concept of stable
models for instantiated constraint programs.

Definition 6.13 Given an ordered set of truth values T , a valuator v, a satis-
fier sv, a reducer r, and a ground program P , an interpretation I ∈ I(P, T )
is a v, r-stable model if and only if:

1. ∀r ∈ P : I |=v r; and

2. clv(
⋃

r∈P r(r, I)) = I .

In the rest of this section we show how we can use valuators and reducers
to extend the language of cardinality constraint programs.

6.5 Variables in Cardinality Constraint Bounds

We can start extending the cardinality constraints by allowing the use of vari-
ables and interpreted functions that evaluate to numbers in the rule bounds.
Thus, now we allow upper and lower bounds of the form f(X, Y ) as long as it
evaluates to an integer that can then be used as a cardinality bound. We will
also take the approach that if either of the bounds does not evaluate to a valid
integer, the cardinality constraint is not satisfied. In a practical programming
system we would generate an error when this happens.

Definition 6.14 Let C = 〈card, {S1, . . . , Sn}, 〈L, U〉〉 be a cardinality con-
straint where L and U are (possibly non-ground) terms, σ be a total substi-
tution, D a data model, and M a set of ground atoms. Then, the valuator
vC′(C, M, D, σ) is defined as follows:

vC′(C, M, D, σ) =


T, if Lσ, Uσ ∈ N and

Lσ ≤ |{l | l ∈ E(C, D) ∧M |= l}| ≤ Uσ

F, otherwise
(50)

where the expansion E(C, D) =
⋃n

i=1 E(Si).

The constraint reducer may be defined otherwise as the one presented
in (48), but it evaluates the lower bound L before performing the subtraction.
As we always end up with normal expanded cardinality constraint literals, we
do not have to define a new reducer or inference operator T .

Example 6.6 Suppose that we have a program that plans routes for pipelines.
One of the constraints of such a program would be that the route should not
be too long. This constraint could be implemented as:

←M + 1 ≤ {used-pipe-segment(P ) : segment(P )}, max-length(M)

If we want to make some further deductions on the number of used pipe
segments, we can count their number by using the rule:

num-used(N)← N ≤ {used-pipe-segment(P ) : segment(P )} ≤ N, d(N)

where d(i) is defined to be true for 0 ≤ i ≤ n when n is the number of facts
segment(p) that are true.
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6.6 Weight Constraint Literals

Another straightforward way to extend cardinality constraints is to allow the
literals to have an integral weight. Satisfaction is then defined in terms of
the weights of the satisfied basic literals. A weight constraint W is of the
form [65]:

L ≤ [S1 = w1, . . . , Sn = wn] ≤ U (51)

where wi are positive integral weights. In the notation of Definition 6.2 we
would express (51) as:

W = 〈weight, 〈S1, . . . , Sn〉, 〈L, U,w1, . . . , wn〉〉

The idea is now that the sum of weights of satisfied basic literals in the
expansions of Si has to be between L and U for the weight constraint to be
satisfied. Each basic literal in the expansion of Si gets wi as its weight. We
can define a valuator vW for an expanded weight constraint W = L ≤ [a1 =
wa1 , . . . , an = wan , not b1 = wb1 , . . . , not bm = wbm ] ≤ U as follows:

vW (W, M) =

{
T, if L ≤

∑
ai∈M wai

+
∑

bi /∈M wbi
≤ U

F, otherwise
(52)

The notion of a reduct for a weight constraint literal is defined analogously
to cardinality constraint literals.

cW (W, M) = L′ ≤ [a1 = wa1 , . . . , an = wan ] (53)

where the lower bound

L′ = L−
∑
bi /∈M

wbi
.

The resulting rules are essentially identical with Horn constraint rules, so
we can again use the same inference operator TP .

Example 6.7 Consider the weight constraint literal W = 2 ≤ [a = 1, b =
2, not c = 3] ≤ 3. Then, its reduct with respect to M1 = {b, c} is:

2 ≤ [a = 1, b = 2]

and the reduct with respect to M2 = {a} is:

0 ≤ [a = 1, b = 2]

since wc = 2 and c /∈M2.

The weight constraint literals may be further extended by allowing the use
of negative weights. Suppose that there is a literal a = −w ∈ W . Now, since
having a true reduces the sum of the satisfied weights by w, we get the same
result if we had not a = w ∈ W and the bounds were L + w and U +
w. Thus, we can interpret negative weights as shortcuts for complementary
literals and we do not have to worry about them. Note that this is only one of
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the many possible semantics for negative weights. However, a discussion on
the different possibilities is out of the scope of this work.

In case of non-ground programs it is very useful to allow variables in weight
constraints. They may be defined using a similar mechanism that was used
in the previous section to add variables to cardinality constraint bounds. In
this case we also have to evaluate the weights during instantiation.

Example 6.8 Consider the problem of programming a robot to do grocery
shopping. Then, the following rule would state that the sum of the costs of
purchased items should not exceed the money reserve:

← R + 1 [buy(What, Cost) : item(What, Cost) = Cost], reserve(R)

As long as the second argument of item/2 is always a number, the atom
weights are well-defined.

6.7 Classical Negation

When stable models are defined in the usual way, the negations are inter-
preted as negation-as-failure. That is, not(A) is true if we cannot prove that
A is true. However, in some cases it is desirable to have a stronger notion
of negation. Thus, we now extend our language to allow the use of classical
negation ¬A in literals.

The literal ¬A differs from not(A) in that ¬A is true only if we can prove
that A is false. As a practical case where the difference matters, consider the
case where we want to cross a road. We want to be certain that a car is not
coming so we want to prove ¬car before crossing. Here having not(car) is
not enough since there may be many reasons why car would not be true even
if a car was coming. For example, we might decide to close our eyes so that
we cannot see the approaching car and get not(car) true that way.

In [25] Gelfond and Lifschitz presented a way to add classical negation
for logic programs under the stable model semantics. Our definition is based
on this approach but there is a small difference: we do not allow inconsistent
stable models as they are difficult to implement properly and they do not cor-
respond to valid solutions of problems. A set of basic literals M is inconsistent
if for some atom A, both A ∈M and ¬A ∈M .

We now extend our definitions of basic literals by stating that if A is an
atom, then A, ¬A, not A, and not ¬A are basic literals. Of these, we say that
A and ¬A are positivistic since they do not contain default negation. With
this definition we can define the valuator and the reducer for constraint liter-
als exactly as in the case of normal cardinality constraint programs. However,
we have to alter the definition of the rule reducer slightly as we want to forbid
inconsistent stable models.

Definition 6.15 Let M be a set of positicistic basic literals and r = C0 ←
C1, . . . , Cn a ground cardinality constraint rule. Then the reducer r¬(r, M)
is defined as follows:

r¬(r, M) =

{
r(r, M), if M is consistent,
∅, if M is inconsistent .

(54)

6 GENERALIZING CARDINALITY CONSTRAINTS 47



Example 6.9 Let P be the program:

1 ≤ {¬a} ← 1 ≤ {not b}
1 ≤ {a} ← 1 ≤ {not b}
1 ≤ {b} ← 1 ≤ {not ¬a}

Then the unique stable model is M1 = {b}. The other candidate M2 =
{a,¬a} is not consistent, so r(P, M2) = ∅ whose minimal model is empty, so
M2 is not stable.

6.8 Partial Models

In this section we consider how a more complicated semantics, namely the
three-valued partial stable model semantics [53, 54], can be constructed for
cardinality constraint programs using valuators and reducers. Earlier an atom
had to be either true or false in a model, but now we allow that it may have
an undefined value.

We start by defining our set of truth values. We will use the set

Tp = {F, U, T}

where U represents the undefined truth value. The truth values are ordered
so that

F < U < T .

A partial interpretation assigns one of the three truth values for each atom.
A partial interpretation I divides a set of basic literals S into three subsets:

I+(S) = {l ∈ S | I(l) = T}
I−(S) = {l ∈ S | I(l) = F}
Iu(S) = {l ∈ S | I(l) = U}

We represent a partial interpretation I of P as the set {a | a ∈ I+(At(P ))} ∪
{not a |∈ I−(At(P ))}.

In [54] the reduct is defined with the help of a special atom u whose truth
value is undefined in all interpretations. The atom u is used in reducts to
signify negative literals not(A) whose truth values are undefined. Here we
follow this example but the set nature of cardinality constraints demands that
we actually use a countably infinite set {ui | i ∈ N} of undefined atoms.

Next, we define the valuator for cardinality constraints and rules. A car-
dinality constraint is true if the number of true literals in it meets the lower
bound and the total number of true and undefined literals does not exceed
the upper bound. It is false if the number of true and undefined literals is
less than the lower bound or the number of true literals is greater than the
upper bound. If neither of these conditions hold, then it is undefined. A rule
is true if the truth value of its head is greater or equal than the truth value of
its body, and false otherwise. So, a rule may not have undefined value.

Definition 6.16 Let C = L ≤ {a1, . . . , an, not b1, . . . , not bm} ≤ U be a
ground cardinality constraint, I be a partial interpretation. Then, the valua-
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tor vp(C, I) is defined as follows:

vp(C, I) =


T, if L ≤ |I+(C)| and |I+(C)|+ |Iu(C)| ≤ U

F, if |I+(C)|+ |Iu(C)| < L or |I+(C)| > U

U, otherwise
(55)

Let r = C0 ← C1, . . . , Cn be a rule, then vp(r, I) is defined as follows:

vp(r, I) =

{
T, if vp(C0, I) ≥ vp(Ci, I) for all 1 ≤ i ≤ n

F, otherwise .
(56)

If vp(r, M) = T for all r ∈ P , then M |=p P .

Example 6.10 Consider the ground rule r1:

r1 = 1 ≤ {a, b} ← 1 ≤ {c, not d, e} ≤ 2

where C0 = 1 ≤ {a, b} and C1 = 1 ≤ {c, not d, e} ≤ 2. Let us define a
partial interpretation I = {a, c, not d}. Now,

|I+(C0)| = |{a}| = 1 |I+(C1)| = |{not d, c}| = 2
|I−(C0)| = |∅| = 0 |I−(C1)| = |∅| = 0
|Iu(C0)| = |{b}| = 1 |Iu(C1)| = |{e}| = 1

As |I+(C0)| > 1 and |I+(C0)| + |Iu(C0)| < ∞, vp(C0, I) = T . On the
other hand, |I+(C1)| + |Iu(C1)| = 3 > 2, so vp(C1, I) is not true. Since
|I+(C1)| < 2, it is not false either, so vp(C1, I) = U . Now the rule r1 is
satisfied by I (I |=p r1) since vp(C0, I) ≥ vp(C1, I).

Consider further the rule r2:

r2 = 1 ≤ {c, a, d} ≤ 1← {b, d} ≤ 1

Now vp(C0, I) = F and v(C1, I) = U . Thus, r2 is not satisfied (I 6|=p r2).

A partial interpretation M is a partial model of a program P if M satisfies
all rules in it. Furthermore, M is a minimal partial model if it holds that
there does not exist a partial model M ′ such that M ′ < M .

Next we want to define the reducers for constraint literals and rules. Intu-
itively, a constraint reducer works in two phases for C = L ≤ {l1, . . . , ln} ≤
U :

1. The upper bound is removed by replacing C by two constraint literals:

C ′ = L ≤ {l1, . . . , ln}
C ′′ = n− U ≤ {l1, . . . , ln} .

The lower bound of C ′′ is true exactly when the upper bound of C is
true.

2. Each negative literal is removed from both C ′ and C ′′ as usual. How-
ever, each negative literal not bi whose truth value is undefined is re-
placed by the atom ui.
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Definition 6.17 Let S = {a1, . . . , an, not b1, . . . , not bm} be a set of liter-
als and I a partial interpretation. Then, the functions lower and upper are
defined as follows:

lower(S, I) = {a1, . . . , an} ∪ {ui | bi ∈ Iu(S)}
upper(S, I) = {b1, . . . , bm} ∪ {ui | ai ∈ Iu(S)}

(57)

Definition 6.18 Given a constraint literal C = L ≤ {a1, . . ., an, not b1, . . .,
not bm} ≤ U , and a partial interpretation I , reduct cp(C, M) is defined as
follows:

cp(C, I) = {L′ ≤ lower(C, I), U ′ ≤ upper(C, I)} (58)

where

L′ = L− |{not b1, . . . , not bm} ∩ I−(C)|
U ′ = m + n− U − |{a1, . . . , an} ∩ I−(C)| .

(59)

Example 6.11 Let C = 1 ≤ {a, b, not f, not d} ≤ 2 and I = {a, not d}.
Then,

lower(C, I) = {a, b, uf}
upper(C, I) = {f, d, ub}

and

L′ = 1− |{not d}| = 0

U ′ = 2 + 2− 2− |{a}| = 1

so
cp(C, I) = {0 ≤ {a, b, uf}, 1 ≤ {f, d, ub}} .

Definition 6.19 Given a rule C0 ← C1, . . . , Cn and a partial interpretation
I , the reduct rp(r, I) is defined as follows:

rp(r, I) = {a← cp(C1, I), . . . , cp(Cn, I) | a ∈ C0 ∧ I(a) ≥ U} . (60)

The reduct rp(P, I) of a program P is the set {rp(r, I) | r ∈ P}.

Example 6.12 Let I = {a, not b}. Consider the rule r:

1 ≤ {a, e} ≤ 2← 2 ≤ {not b, c, not d} ≤ 3 .

Now, rp(r, I) contains the following two rules:

a← 1 ≤ {c, ud}, 1 ≤ {b, uc, d}
e← 1 ≤ {c, ud}, 1 ≤ {b, uc, d}

The rules of a reduct are Horn constraint rules, and each set of such rules
has a unique minimal partial model.

Theorem 6.1 Let P be a set of Horn constraint rules. Then, P has a unique
minimal model.
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Proof. This proof is analogous to one presented in [54]. We denote by Ppos

the program that is obtained by replacing all undefined atoms ui by the truth
value T and by Pneg the one obtained by replacing them by the truth value
F .

Let Mpos be a minimal total model of Ppos. We see that Mpos is also a
model of Pneg since the rules of Pneg that have satisfiable bodies all belong to
Ppos. Let Mneg be any minimal total model of Pneg such that Mneg ≤ Mpos.
Now, the interpretation:

M = M+
neg(At(P )) ∪ {not a | a ∈M−

pos(At(P ))}

is a minimal partial model of P . To see that this is the case consider a rule
r. First, suppose that all literals in the body of r are true in M . As Mneg is a
model of Pneg, this implies that r ∈ Pneg and that the head atom of r is also
true in M so r is satisfied. Next, suppose that none of the body literals of r
are false in M . This implies that all its body literals are true in Mpos so its
head is true in Mpos so it is not false in M . Thus, M is a model of P .

Consider a partial model M ′ ≤ M . Then, M ′+(At(P )) ⊆ M+
neg(At(P ))

and M−
pos(At(P )) ⊆ M ′−(At(P )). As the only difference between programs

P and P¬ is that all undefined atoms have been removed from constraint
literals, no constraint literal may have a higher truth value in M ′ than in
Mneg. Thus, M+

neg(At(P )) ⊆ M ′+(At(P )). We can do a similar analysis to
compare Mpos to M ′− and see that M ′−(At(P )) ⊆M−

pos(At(P )) so M ′ = M
and the minimal model is unique. �

Theorem 6.2 Let P be a set of Horn constraint rules. Then, the unique
minimal partial model M =

∧
Ap(P ).

Proof. First we show that M is a partial model. Suppose that this is not the
case. Then, there exists a rule r : C0 ← C1, . . . , Cn such that M(C0) <
min({M(Ci) | i ∈ [1, n]}). As for all I ∈ Ap, I |=p r, we know that I(C0) ≥
min({I(Ci) | i ∈ [1, n]}). However, as (

∧
Ap(P ))(Ci) = min({I(Ci) | I ∈

Ap(P )}), it necessarily holds that M(C0) ≥ min({M(Ci) | i ∈ [1, n]}), a
contradiction so M is a model.

Next, suppose that there exists a model M ′ < M . Then, there exists an
atom a such that M ′(a) < M(a). Now (M ′ ∧M)(a) = M ′(a) < M(a) =∧
Ap(P )(a), another contradiction. �
We now define an order-preserving operator T̂ for the three valued logic.

Definition 6.20 Let P be a set of Horn constraint rules. Then the operator
T̂P : I(P, Tp)→ I(P, Tp) is defined as follows:

T̂P (I) = { a | ∃a← C1, . . . , Cn ∈ P : I(Ci) = T for all i ∈ [1, n]}∪
{ not a |6 ∃a← C1, . . . , Cn ∈ P : I(Ci) ≥ U for all i ∈ [1, n]} .

Theorem 6.3 The operator T̂P is order-preserving.

Proof. Suppose that T̂P is not order-preserving. Then there are two interpre-
tations I1 and I2 such that I1 ≤ I2 and T̂P (I1) > T̂P (I2). This implies that
there exists an atom a such that I1(a) ≤ I2(a) and T̂P (I1)(a) > T̂P (I2)(a).
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However, for all rules a ← C1, . . . , Cn it holds that I2(Ci) ≥ I1(Ci), so also
T̂P (I2)(a) ≥ T̂P (I1)(a) as all rules are Horn constraint rules, which causes a
contradiction. Thus, T̂P is order-preserving. �

Corollary 6.1 The operator T̂P has a least fixed point.

Example 6.13 Let P be the program:

a←
b← 1 ≤ {a, f, e}
f ← 1 ≤ {uf} .

Now,

T̂P (⊥) = {a, not e}
T̂P ({a, not e}) = {a, b, not e}

T̂P ({a, b, not e}) = {a, b, not e}

and a fixpoint is reached.

Proposition 6.2 Let P be a set of Horn constraint rules and I a partial inter-
pretation. Then, T̂P (I)(a) = max({min({I(C1), . . . , I(Cn)} ∪ {T}) | a ←
C1, . . . Cn ∈ P} ∪ {F}).

Proof. Follows directly from Definition 6.20. �

Proposition 6.3 Let P be a set of Horn constraint rules. Then I is a partial
model of P if and only if T̂P (I) ≤ I .

Proof. Suppose that I 6|=p P . Then there exists a rule r = C0 ← C1, . . . , Cn

such that I(C0) < min({I(Ci) | i ∈ [1, n]}). Thus

T̂P (I)(C0) ≥ min({I(Ci) | i ∈ [1, n]}) > I(C0)

and T̂P (I) > I . Similarly, if T̂P (I) > I , then there exists a rule that is not
satisfied in I so I is not a model. �

Theorem 6.4 Given a set of Horn constraint rules P , the least fixed point of
the operator T̂P is the unique minimal partial model M =

∧
Ap(P ) of P .

Proof. By Proposition 6.3 M ′ = lfp(T̂P (⊥)) ∈ Ap(P ). So, we know that
M ≤ M ′ and we have only to show that M ′ ≤ M . Suppose that this
is not the case, that is, M ′ > M . Then there exists an atom a such that
M ′(a) > M(a) and for all rules a ← C1, . . . , Cn, M ′(a) > min({M(Ci) |
i ∈ [1, n]}). However, this is impossible since by Proposition 6.2 T̂P (I)(a) =
max({min({I(C1), . . . , I(Cn)}∪{T}) | a← C1, . . . Cn ∈ P}∪{F}). Thus,
M ′ ≤M . �

Now we are finally ready to define partial stable models of cardinality
constraint programs.
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Definition 6.21 A partial interpretation M is a partial stable model of a
ground cardinality constraint program P iff

1. M |=p P ; and

2. M is the least fixed point of T̂(rp(P,M)).

Example 6.14 Consider the following ground program P :

a←
b← 1 ≤ {a, not f} ≤ 1

f ← 1 ≤ {not f}

We immediately see that this program has no stable models, since the third
rule causes a contradiction. However, it has a unique partial stable model
M1 = {a}. We notice that it satisfies all rules since it satisfies the head of
the first rule and in the last two rules all constraint literals are undefined. Its
reduct rp(P, M1) is:

a←
b← 1 ≤ {a, uf}, 1 ≤ {uf}
b← 1 ≤ {f}
f ← 1 ≤ {uf}

We see that cl(rp(P, M1)) = {a} = M1.

As the last thing in the section we note that partial models of cardinality
constraint programs are a true generalization of partial models as defined
in [54]. There, the reduct rI of a normal rule r with respect to a partial
interpretation I is obtained by replacing each negative literal not a by the
truth value I(a) where T = F , F = T and U = U .

Theorem 6.5 Let P be a normal logic program. Then, I is a minimal partial
model of P I if and only if it is a minimal partial model of cp(P, I).

Proof. Consider a rule r = h ← a1, . . . , an, not b1, . . . , not bm. When the
negative literals are interpreted as a shortcuts of cardinality constraint literals
1 ≤ {not bi}, we see that their reducts cp(bi, I) are

cp(bi, I) =


1 ≤ {}, I(bi) = T

1 ≤ {ubi
}, I(bi) = U

0 ≤ {}, I(bi) = F

We see that these reducts are equivalent to the reducts in the case of rI , so
the reducts P I and cp(P, I) are equivalent and have the same minimal partial
model. �

6 GENERALIZING CARDINALITY CONSTRAINTS 53



7 TRANSLATIONS FOR SEMANTIC EXTENSIONS

A number of different semantics for logic programs has been proposed during
recent years. The basic aim of these new semantics is to provide a framework
for solving some problem that is difficult to solve using the existing ones.
However, without a working implementation of the semantics it is of little
practical use. Also, it is possible that in some cases the semantics gives unin-
tended results and these cases may be difficult to find without an implemen-
tation. Often the fastest way to construct a prototype implementation for a
semantics is to define a translation from it to some previously implemented
semantics.

Here we will use a notation where C denotes a class of logic programs and
AC(P ) denotes the set of all models of a program P ∈ C under the semantics
of C. A translation τ is a function that transforms a logic program P ∈ C into
a program τ(P ) ∈ C′ [29]. We are interested in translations that are faithful
in the sense that the models of the translation τ(P ) have to correspond to
the models of the original program P and that given a model of τ(P ) we can
identify which atoms are true in the corresponding model of P .

Definition 7.1 Translation τ : C → C ′ is faithful if and only if for all pro-
grams P ∈ C:

1. there exists an injective function f : At(P )→ At(τ(P )); and

2. there exists a bijection g : AC(P ) → AC′(τ(P )) such that for all mod-
els M ∈ AC(P ) and basic literals l,

l ∈M ⇔ f(l) ∈ g(M) .

Even though the faithfulness is the most important property of a transla-
tion [29], there are two other conditions that make translations more usable
in practice:

• Modularity. A translation τ is modular if τ(A∪B) = τ(A)∪ τ(B) for
all logic programs A, B ∈ C.

• Polynomiality. A translation τ is polynomial if it can be computed in a
polynomial time with respect to the length of P .

In this section we examine how we can translate various extensions of the
basic semantics into normal cardinality constraint programs. Namely, we
give translations for the classical negation semantics. In addition we show
how cardinality constraint programs can be used to implement normal logic
programs with ordered disjunction [7, 10] using a two-program translation.
Again, we give the translations only for ground programs.

Even though it would be possible to give a similar translation also for
weight constraint programs we do not give it since it is much more efficient
to alter the stable model computation engine to support weights directly.
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7.1 Classical Negation

Cardinality constraint programs with classical negation can be implemented
along the lines presented in [25]. For each atom a we add a new predicate
atom a′ to denote the classical negation ¬a. The basic idea then is to keep
the program otherwise as it was but to add a number of rules of the form:

← a, a′

to weed out inconsistent stable models. In practice,

Definition 7.2 Let l be an extended basic literal. Then, the function f¬(l)
is defined as follows:

f¬(l) =


a(t1, . . . , tn), if l = a(t1, . . . , tn)

a′(t1, . . . , tn), if l = ¬a(t1, . . . , tn)

not a(t1, . . . , tn), if l = not a(t1, . . . , tn)

not a′(t1, . . . , tn), if l = not ¬a(t1, . . . , tn)

Let C = L ≤ {l1, . . . , ln} ≤ U be an extended cardinality constraint literal.
Then, the translation f¬(C) is the standard cardinality constraint literal:

f¬(C) = L ≤ {f¬(l1), . . . , f¬(ln)} ≤ U .

Definition 7.3 Let P be a ground cardinality constraint program. Then, the
translation τ¬(P ) is the program:

τ(P ) = {f¬(C0)← f¬(C1), . . . , f¬(Cn)} | C0 ← C1, . . . , Cn ∈ P}
∪ {← a′, a | a ∈ At(P )}

(61)

Theorem 7.1 The translation τ¬ is faithful, modular and polynomial for all
ground programs.

Proof.

• Faithfulness. First we note that f¬ is an injective function from At(P )
to At(τ(P )) so the first condition is satisfied. Next, suppose that M is
a stable model of P . By Definition 6.15 M has to be consistent since
if it is not, then by definition cl(c¬(P, M)) = ∅ 6= M . Thus, for all
atoms a, either a /∈ M or ¬a /∈ M so every rule ← a′, a is satisfied
in τ(P ). As other rules of τ(P ) are equivalent to rules in P , the set
{f¬(l) | l ∈ M} is a stable model of τ(P ). The same argument works
also in the other direction.

• Modularity. It is easy to see that the translation is modular.

• Polynomial. We can create τ(P ) by going through P once changing
all negative literals ¬a to a′ and adding the rules← a, a′ for them. This
takes a linear time.

�
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7.2 Preferences

In some cases not all stable models are the same. For example, if the stable
models of a program correspond to valid plans on how to travel from a place
A to B, then we might prefer to a fast route to a slower one, or perhaps a
cheap route to an expensive one.

When we formalize such preference information, we get a preference se-
mantics for logic programs. A large body of literature on preferences has
been published during the last decade, with new different semantics being
defined every year.

The great number of different priority semantics makes it difficult to pre-
sent a comprehensive overview on the subject. One such overview appears
in [8] but it does not contain any recent work.

The different preference semantics can be divided into two classes de-
pending on whether the preferences are assigned over the rules [6, 9, 15, 57,
27] or over the atoms [59, 7].

In this section we take one of the many proposed, namely Brewka’s logic
programs with ordered disjunction [7] (denoted LPOD) and show how they
can be implemented using ω-restricted programs. This presentation extends
the one given in [10]. Note that the semantics is presented here in a slightly
different way than in [7] and [10].

An ordered disjunction is a rule of the form:

C1 × · · · × Cn ← A1, . . . , Am, not B1, . . . , not Bk (62)

where the Ci are all atoms and Ai, Bi are all atoms. The intuition here is that
if the body is true, then at least one of the atoms Ci has to be true. The atoms
Ci are listed in the order of preference, so if it is possible to have C1 true, it
should be chosen. If not, then C2 and so on until if all other choices are not
possible, then at least Cn has to be true.

Given a set P of ground rules of the form (62) and a set of ground atoms
M , then the reduct PM is the set:

PM = { Ci ← Ai, . . . , Am |
C1 × · · · × Cn ← A1, . . . , Am, not B1, . . . , Bk ∈ P,

Ci ∈M ∧M ∩ {C1, . . . , Ci−1, Bi, . . . , Bk} = ∅}
(63)

A set M of atoms is a stable model of P if M satisfies all rules of the
program and it is the least model of PM .

Example 7.1 Let P be the LPOD :

r1 : a× b← not c

r2 : b× c← not d

Then, P has three stable models: M1 = {a, b}, M2 = {c}, M3 = {b}. Their
reducts are as follows:

PM1 = {a←; b←}
PM2 = {c←; }
PM3 = {b←}
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On the other hand, M4 = {b, c} is not a stable model since its reduct is:

PM4 = {b←} .

Next, we define a preference relation over the setA(P ) of all models of P .
Three different preference criteria are defined in [10] and here we consider
only the simplest one, Pareto-optimality. The intuition is that we prefer a
stable model M1 of P over M2 if M1 satisfies at least one rule of P better
than M2 and it satisfies all the rest rules of P at least as well as M2.

We start formalizing this criterion by defining how well a model M satis-
fies a rule r.

Definition 7.4 Let M be a stable model of an LPOD P . Then M satisfies
the rule

C1 × · · · × Cn ← A1, . . . , Am, not B1, . . . , not Bk

• to degree 1 if Aj 6∈M , for some j, or Bi ∈M , for some i; or

• to degree j (1 ≤ j ≤ n) if all Aj ∈ M , no Bi ∈ M , and j = min{r |
Cr ∈M}.

The degrees can be seen as penalties: the lower the degree, the better satisfied
we are. If the body of a rule is not satisfied, then the choice does not come
into play and we can assign the best degree 1 to it. We denote the degree of
r in M by degM(r).

Example 7.2 Let r1 be the rule

r1 : a× b← not c

from Example 7.1. Furthermore, let M1 = {a, b}, M2 = {c}, and M3 = {b}.
Then,

degM1(r) =1

degM2(r) =1

degM1(r) =2 .

Next, we define the actual Pareto criterion as follows.

Definition 7.5 Let M1 and M2 be stable models of an LPOD P . Then M1

is Pareto-preferred to M2 (M1 >p M2) iff there is r ∈ P such that degM1(r) <
degM2(r), and for no r′ ∈ P degM1(r

′) > degM2(r
′).

Example 7.3 Let P be as in Example 7.1, M1 = {a, b}, M2 = {c}, and
M3 = {b}. Then, M1 >p M3 as degsM1(r1) = 1 < 2 = degsM3(r2) while
degsM1(r2) = 1 = degsM3(r2). Similarly, M1 >p M2. However, models M2

and M3 are incomparable since they satisfy different rules to the first degree.

Definition 7.6 A set of literals M is a Pareto-preferred stable model of an
LPOD P iff M is a stable model of P and there is no stable model M ′ of P
such that M ′ >p M .
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From this on we will drop out the Pareto qualifier whenever we discuss
preferred stable models.

Example 7.4 In Example 7.1 the only preferred stable model is M1 = {a, b}.

Now we would like to have a translation from LPODs to cardinality con-
straint programs. Since the existence of a preferred stable model for a ground
LPOD is ΣP

2 -complete [10] while the same problem for cardinality con-
straint programs is NP-complete [65], a polynomial translation from LPODs
to cardinality constraints can exists only if the polynomial hierarchy collapses.
It would be possible to define an exponential translation between them, but
that would make computing preferred models even more intractable that it
currently is.

Even though a single polynomial time translation is probably impossible,
we can translate an LPOD P into two cardinality constraint programs:

• A generator G(P ) whose stable models correspond to the stable models
of P ; and

• A tester T (P, M) for checking whether a given stable model M of P is
preferred.

The two programs are run in an interleaved fashion. First, the generator
constructs a stable model M of P . Next, the tester tries to find a stable
model set M ′ that is strictly better than M . If there is no such M ′, we know
that M is a preferred stable model. Otherwise, we use G(P ) to construct the
next candidate. When we want to find only one preferred stable model we
can save some effort by taking M ′ directly as the new candidate.

The basic idea of G(P ) is to add a number of bookkeeping atoms to P to
ensure that each rule r is used to derive only at most one atom to the model.
In practice, this is done by adding a number of atoms of the form c(r, k) to
denote the case where we choose to use the rule r to derive the atom Ck.

To make model comparison easier we also add another set of new atoms,
s(r, k) to denote that the rule r is satisfied to the degree k. These atoms are
not strictly necessary but they make the programs more readable.

Definition 7.7 Let P be an LPOD and r = C1×· · ·×Cn ← body be a rule
in P . Then the translation G(r, k) of the kth option of r is defined as follows:

G(r, k) = {Ck ← c(r, k), not C1, . . . , not Ck−1, body; (64)
← not c(r, k), Ck, not C1, . . . , not Ck−1, body} (65)

The satisfaction translation S(r) is:

S(r) = {s(r, 1)← not c(r, 1), . . . , not c(r, n)}∪ (66)
{ s(r, i)← c(r, i) | 1 ≤ i ≤ n} (67)

The translation G(r) is:

G(r) =
{
1 ≤ {c(r, 1), . . . , c(r, n)} ≤ 1← body

}
∪

⋃
{G(r, k) | 1 ≤ k ≤ n} ∪ S(r)

(68)

The generator G(P ) is defined as follows:

G(P ) =
⋃
{G(r) | r ∈ P} (69)
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Also, the reason for having two rules in G(r, k) may not be clear, since
(64) already ensures that only correct stable models of the program P ′ will be
generated. To see why it is necessary, consider the situation where some Cj ,
j < k, is a consequence of a different part of the program. Then without (65)
we could have a stable model where c(r, k) is true, but Ck is not because Cj

blocks (64). In other words, we would have chosen to satisfy r to the degree
k, but it actually would be satisfied to the degree j. The rule (65) prevents
this unintuitive behavior by always forcing us to choose the lowest possible
degree.

Example 7.5 The program P in Example 7.1 is translated to:

1 {c(1, 1), c(1, 2)} 1← not c a← c(1, 1), not c
1 {c(2, 1), c(2, 2)} 1← not d b← c(2, 1), not d

← not c(1, 1), a, not c b← c(1, 2), not a, not c
← not c(1, 2), b, not a, not c c← c(2, 2), not b, not d
← not c(2, 1), b, not d s(1, 1)← not c(1, 1), not c(1, 2)
← not c(2, 2), c, not b, not d s(2, 1)← not c(2, 1), not c(2, 2)

s(1, 1)← c(1, 1) s(1, 2)← c(1, 2) s(2, 1)← c(2, 1) s(2, 2)← c(2, 2)

The three stable models are:

M1 = {a, b, c(1, 1), c(2, 1), s(1, 1), s(2, 1)}
M2 = {b, c(1, 2), c(2, 1), s(1, 2), s(2, 1)}
M3 = {c, c(2, 2), s(1, 1), s(2, 2)} .

Note that in the last case there is no atom c(1, k) since the body of the first
rule is not satisfied.

Proposition 7.1 Let P be an LPOD . If M is a stable model of G(P ), then
M ∩ At(P ) is a stable model of P . If M is a stable model of P , then there
exists a set of atoms A ⊆ At(G(P ))\At(P ) such that M ∪A is a stable model
of G(P ).

Proof. Let M be a stable model of P . Now, for each rule r = C1 × · · · ×
Cn ← body define p(M, r) = {c(r, k), s(r, k) | body is satisfied in M,Ck ∈
M, and ∀i < k : Ci /∈ M} ∪ {s(r, 1) | r ∈ P and body is unsatisfied in M}.
Let M ′ = M ∪

⋃
r∈P p(M, r). By definition of p(M, r), M ′ satisfies all rules

(64)–(67). Finally, (68) is satisfied since exactly one atom c(r, k) was added
to M ′ for each rule r that had its body true. Also, each atom c(r, k) and
s(r, k) that occur in M ′ occur in a head of a rule whose body is satisfied in
the reduct of G(P ) so they belong to the deductive closure and M ′ is stable.

Now, suppose that M ′ is a stable model of G(P ). Then for each atom
Ck ∈ M = M ′ ∩ Lit(P ), there exists a rule r′ of the form (64) where Ck

is the head and some atom c(r, k) ∈ M ′ occurs positively in the body and
c(r, i) /∈ M ′ for all i < k. The rule r′ belongs to the translation of some
rule r ∈ P . When we take the reduct of the rule r with respect to M we get
the rule:

rM = Ck ← A1, . . . , An
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since no atom Ci, i < k may be in M . As the only way to derive the
atom c(r, k) to M ′ is that the body of r is true, we see that Ck ∈ cl(PM).
Thus, for all atoms C ∈M , C ∈ cl(PM) so M is a stable model of P . �

Next we consider the tester program T (P, M). Since we want the tester
to find a stable model M ′ that is strictly better than a given M , we define
two new atoms, namely better and worse.7 The intuition is as follows: better
(worse) is true when M ′ is in some aspect better (worse) than M . If both are
true, then the models are incomparable.

Definition 7.8 Let P be an LPOD . Then the tester C(T, M) is defined as
follows:

T (P, M) = G(P ) ∪ {o(r, k) | s(r, k) ∈M} ∪ {rule(r)←| r ∈ P}
∪ {degree(d)←| ∃r ∈ P such that r has at least d options}
∪ {← not better; ← worse,

better← s(R, I), o(R, J), I < J, rule(R),

degree(I), degree(J)

worse← s(R, J), o(R, I), I < J, rule(R),

degree(I), degree(J)}

Proposition 7.2 Let P be an LPOD and M be a stable model of G(P ). If
M ′ is a stable model of T (P, M), then M ′ ∩ At(P ) is a stable model of P
that is preferred to M . If there exists a stable model M ′ of P that is preferred
to M then there exists a set of atoms A such that M ′ ∪ A is stable model of
T (P, M).

Proof. First, suppose that T (P, M) has a stable model M ′. Then better ∈M ′

and worse /∈ M ′. We see that better is true exactly when ∃r : degM ′(r) <
degM(r). Since worse /∈ M ′, we know that ¬∃r : degM ′(r) > degM(r) so
M ′∩At(P ) >p M . Conversely, if there exists M ′ >p M , then M ′ is generated
by the G(P ) part of T (P, M) so M ′ ∪

⋃
{p(M ′, r) | r ∈ P} ∪ {better} is a

stable model of Tp(P, M). �
The following corollary is immediate from Proposition 7.2:

Corollary 7.1 Let P be an LPOD and M be a stable model of G(P ). Then
M is preferred if and only if T (P, M) does not have any stable models.

7This translation could also be made without these two atoms but they make the program
more readable.
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8 COMPUTATIONAL COMPLEXITY

In this section we examine the computational complexity of ω-restricted pro-
grams. This section expands [75] where most of these results were originally
proven. We are mainly interested in two different problems:

• INSTANTIATION: Given an ω-restricted program P , a data model D0,
and a ground atom p(t1, . . . , tn) (where p is a domain predicate), does
DP |= p(t1, . . . , tn) hold?

• MODEL: Given an ω-restricted program P and a data model D0, does
〈P, D0〉 have a stable model?

Intuitively, INSTANTIATION tells us how difficult it is to create the rel-
evant instantiation of a program with variables and MODEL then tells how
hard it is to find a stable model of a program with variables.

As a data model D0 may be infinite, we represent it by a Turing machine
that computes the interpretations of function symbols and data predicates.
The intuition is that whenever we have to compute a value of a function, we
give the function symbol and its arguments as input to the Turing machine
and let it compute the value. Similarily, if we give a ground atom as an input,
the machine gives the truth value of the atom as its output.

Throughout this section we use as our data model the Herbrand interpre-
tation DP,H of the program P as defined in Section 4.1. We do this because
our definition of a data model allows us to use arbitrary complex functions in
programs and their evaluation may dominate the instantiation process. Thus,
we limit us to the simplest possible case where function evaluation does not
significantly affect the necessary time to solve INSTANTIATION or MODEL.

In particular, the initial data model DP,H has the following properties:

1. There are no pure data predicates. Instead, all predicate symbols are
program predicates and domain predicates are used to give values to all
variables.

2. All function symbols have the trivial interpretation I(f(a)) = f(a).

In addition to proving complexity results for the whole class of ω-restricted
programs, we examine how the computational complexity of INSTANTIA-
TION and MODEL changes when we restrict our attention to some subclasses
of programs. We use two parameters to divide the ω-restricted programs into
four classes:

• The maximum number of variables is fixed to some constant d or it is
unlimited; and

• The programs can contain arbitrary function symbols or only 0-ary con-
stants.

If the number of variables is fixed, then each rule in a program may con-
tain at most d global variables, and each literal set in the rule body may
contain at most d local variables.
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Variables Functions INSTANTIATION MODEL

No — — NP-complete
Fixed No P-complete NP-complete

Yes 2-EXP-complete 2-NEXP-complete
Unlimited No EXP-complete NEXP-complete

Yes 2-EXP-complete 2-NEXP-complete

Table 2: Computational complexity

P Polynomial time (nk)
NP Non-deterministic polynomial time
EXP Exponential time (2nk)

NEXP Non-deterministic exponential time
2-EXP Doubly exponential time (22nk

)
2-NEXP Non-deterministic doubly exponential time

Figure 9: Complexity Classes

The main complexity results8 are presented in Table 2. The MODEL com-
plexity for ground weight constraint programs with the stable model seman-
tics has been presented in [65] and for normal logic programs in [45, 13].
Since ω-restricted programs are essentially a subclass of more general weight
constraint rules, the complexity results of [65] apply. The meanings of the
complexity classes are shown in Figure 9. For a comprehensive account on
computational complexity see, for example, [52].

We start the complexity analysis by noting that MODEL is always at least
as difficult as INSTANTIATION since for any program P and ground atom
p(t1, . . . , tn) we can create a program P ′ such that P ′ has a stable model
only if DP |= p(t1, . . . , tn). The program P ′ is defined as follows:

P ′ = P \ Pω ∪ {← not p(t1, . . . , tn)} .

In effect, we remove all rules that belong to the ω-stratum, and check whether
the query atom p(t1, . . . , tn) is a logical consequence

Theorem 8.1 Problems INSTANTIATION and MODEL are decidable for fi-
nite ω-restricted programs.

Proof. First note that for a ground ω-restricted program INSTANTIATION
amounts to evaluating all terms in it, computing the minimal model of do-
main definitions

⋃
i∈N Pi, and then checking whether a given atom a is sat-

isfied in the minimal model, and this is decidable since by definition the
interpretation I has to be computable.

Also, if we have a finite ground ω-restricted program, MODEL is decidable
since there are only a finite number of possible model candidates and we can
check them all.

8The article [75] contains an error in the fixed-variable non-constant function symbols
allowed case. There it was claimed that they were NEXP-complete while the correct result
is that they are 2-NEXP-complete.
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Next, we show by induction that given a finite ω-restricted program P and
a data model D, the sizes of relevent ground instantiations of strata program
Pi, i ∈ N, are all finite, and so their stable models Mi can be computed.
Since only a finite number of Pi are nonempty, this implies that the union
M =

⋃
i∈N Mi is also finite. It is enough to consider the relevant instantiation

since by Theorem 5.2 both HI(Pω, DP ) and HIr(Pω, DP ) have the same
stable models.

Consider first the stratum program P0. Since all rules on the 0-stratum
have to be ground, we see that HIr(P0, D) is finite. Hence, M0 is finite, so
in D0 = D ]M0 the interpretations of domain predicates are finite.

Next, suppose that HIr(Pi, Di−1) is finite when 1 ≤ i ≤ n for some
n ∈ N.

Now, if Pn+1 is empty, then its instantiation is also empty and Mi+1 = ∅.
Otherwise, consider a rule r ∈ Pn+1. Each variable that occurs in r has to
occur also on a domain literal l that belongs to some stratum i ≤ n. By
induction hypothesis the interpretation of pred(l) is finite, so HIr(r, Dn) is
also finite.

We can generate this instantiation by systematically going through the
interpretations of the domain literals in the rule body and creating all possible
substitutions that correspond to the interpretations, and instantiate the rule
using them. As Pn+1 is finite, also HIr(Pn+1, Dn) has to be finite.

A naive algorithm that computes the relevant instantiation of 〈P, D0〉 is
presented in Figure 10. �

Note that this result holds for an arbitrary data model D since by definition
a data model may not contain uncomputable functions.

We can now see that the computational complexity of a subclass of ω-
restricted programs is directly related to the number of relevant rules in their
instantiations.

8.1 Turing Machine Translation

We establish the complexity hardness results in this work by proving that
the computations of a Turing machine M can be simulated by a logic pro-
gram P (M). The basic idea is that the configurations of M are encoded as
sets of atoms of P (M) so that P (M) has a stable model where the atoms cor-
responding to an accepting configuration exactly when that configuration is
reachable from the initial configuration of M .

The program consists of two parts, a fixed one that implements the tran-
sition function of an arbitrary Turing machine when its transition relation is
given as a set of facts, and an input-specific part that encodes the input x of M
as well as its working tape. The size of the input-specific part is polynomial
in the size of x.

Definition 8.1 A deterministic Turing machine is a quadruple

M = (K, Σ, δ, s)

where K is a finite set of states, Σ is a finite alphabet containing the blank
symbol t, s ∈ K is the initial state and δ is a transition function δ : K×Σ→
(K ∪ {y, n})× Σ× {−1, 0, 1}.
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function instantiate(P , D0)
S := create_stratification(P )
D := D0

for i := 0 to number of non-omega strata in S do
P ′ := instantiate_rules(P S

i , D)
M := cl(P ′)
D := D ]M

end for
P ′ := instantiate_rules(P S

ω , D)
return 〈P ′, D〉

end function

function instantiate_rules(Ruleset R, Data D)
S := ∅
foreach r ∈ R do

S ′ := {E(r′, D) | r′ ∈ inst(r, D) and D |= bodys(r
′) }

S := S ∪ S ′

end foreach
return S

end function

Figure 10: Simple instantiation algorithm

A computation of a Turing machine M given an input x starts from the
configuration (s,tx) and each computation step yields a new configura-
tion according to δ until one of the halting states y (accept) or n (reject)
is reached.

We encode the states of a Turing machine M using the predicate state(q),
the alphabet using symbol(σ), and the transition function using the predi-
cate transition(q1, σ1, q2, σ2, d), where d ∈ {l, s, r} denoting left, stationary,
and right, respectively. The atom at-place(σ, p, t) is used to denote that
the tape cell p contains the symbol σ at the time step t. The predicate
current-state(q, p, σ, t) indicates that the machine is in the state q and the
head is over the tape cell p looking at the symbol σ at the time step t.

We encode one computation step using the two rules:

at-place(S2, P, T ′)← transition(Q1, S1, Q2, S2, D),

current-state(Q1, P, S1, T ), (70)
place(P ), time(T ), time(T ′),

next(T, T’)
current-state(Q2, P

′, S3, T
′)← transition(Q1, S1, Q2, S2, D),

next-place(P, D, P ′),

current-state(Q1, P, S1, T ), (71)
at-place(S3, P

′, T ), time(T ),

time(T ′), place(P ), symbol(S3),

next(T, T’) .

The rules above handle the cell where the read/write-head is currently po-
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sitioned. In addition, we have to assert that the state of the other tape cells
stays constant:

at-place(S1, P1, T
′)← current-state(Q, P2, S2, T ), next(T, T’),

at-place(S1, P1, T ), time(T ), time(T’),
symbol(S1), symbol(S2), state(Q),

place(P1), place(P2), not equal(P1, P2) .

(72)

In the initial configuration all tape cells that are not part of the input are
empty:

at-place(t, P, 1)← place(P ), not part-of-input(P ) . (73)

The first |x| tape cells are initialized from the input and they also belong to
the extension of part-of-input/1.

The predicate next-place/3 connects the adjacent tape cells together so
that the read/write-head can be moved to the correct direction:

next-place(P1, right, P2)← next(P1, P2)

next-place(P1, left, P2)← next(P2, P1)

next-place(P, stationary, P )← place(P ) .

(74)

Finally, we want to recognize whether the Turing machine halts in an
accepting state or not:

accept← current-state(y, P, S, T ), place(P ), symbol(S), time(T )

reject← current-state(n, P, S, T ), place(P ), symbol(S), time(T ) .
(75)

Note that we have not yet given definitions for the predicates time/1, place/1,
next/2 that encode the time steps, tape cells, and the successor relation. In
the following complexity proofs we show how we can define them in a poly-
nomial number of rules using tools that are available for the four different
ω-restricted program classes.

We can generalize the translation to allow non-deterministic Turing ma-
chines by forcing the machine to choose between possible transitions at all
computation steps. This can be done by changing the rules (70) and (71) to:

at-place(S2, P, T ′)← chosen(Q1, S1, Q2, S2, D, T )

transition(Q1, S1, Q2, S2, D),

current-state(Q1, P, S1, T ), (70’)
place(P ), time(T ), time(T ′),

next(T, T’)
current-state(Q2, P

′, S3, T
′)← chosen(Q1, S1, Q2, S2, D, T )

transition(Q1, S1, Q2, S2, D),

next-place(P, D, P ′),

current-state(Q1, P, S1, T ), (71’)
at-place(S3, P

′, T ), time(T ),

time(T ′), place(P ), symbol(S3),

next(T, T’) .
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and adding the rule:

1 ≤ {ρQ2S2D.〈chosen(Q1, S1, Q2, S2, D, T ) :

transition(Q1, S1, Q2, S2, D)〉} ≤ 1←
current-state(Q1, P, S1, T ),

place(P ), time(T )

(76)

A similar translation for normal logic programs has been presented earlier by
V. W. Marek and J. B. Remmel in [40].

8.2 Complexity Results for Omega-Restricted Programs

In this section we give our main complexity results. All proofs are divided
into two parts, inclusion and hardness. When proving inclusion, we show
that the problem belongs to some complexity class. We establish it by show-
ing that the size of the ground instantiation does not grow faster than some
upper bound. When proving hardness, we show that we can translate an ar-
bitrary deterministic Turing machine that solves some problem in the com-
plexity class and its input into an ω-restricted program where DP |= accept
exactly when the machine accepts its input. This translation is polynomial
with respect to the size of the input of the machine.

Before presenting the results we have to define what the size of a program
means. In the proofs we make a simplifying assumption that each literal and
non-constant function symbol occurring in a program has the same number
of arguments and that every rule has equally many literals in it.

Definition 8.2 The size of a term t is defined inductively as follows:

1. for all 0-ary constants c, size(c) = 1 ; and

2. for all compound terms f(t1, . . . , tn), n > 0,

size(f(t1, . . . , tn)) = 1 +
n∑

i=1

size(ti) .

Definition 8.3 Let P be an ω-restricted program. Then, its size is defined to
be:

size(P ) = m · d · ` · T (77)

where:

• m is the number of rules in P ;

• d is the arity of predicates and non-constant function symbols of P ;

• ` is the number of basic literals in each rule; and

• T is the maximum size of a term that occurs in P .

We will also use the convention that the upper limit for variables occurring
in a rule or a literal set is equal to the maximum arity d.

In some cases parts of the definition of size(P ) are constant and may there-
fore be left out since we are interested only in the asymptotic behavior.

When we instantiate a program P , the size explosion of HIr(P ) comes
mainly from two sources:
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1. Creating new terms using function symbols with rules of the form:

p(f(X,Y ))← d(X), d(Y )

If the extension of d/1 has c different ground terms, then instantiating
this rule generates c2 new ground terms that may then be used when
instantiating rules that depend on p/1.

2. Constructing the cartesian product of existing ground terms using rules
of the form:

p(X1, . . . , Xn)← d(X1), . . . , d(Xn) .

Instantiating a rule of this form results in tn ground instances if there
are t ground terms in the extension of d/1.

There are two more factors that increase the size of the instantiated pro-
gram but whose contributions are small compared with the two cases above:

3. When a literal set l(X1, . . . , Xn) : d(X1), . . . , d(Xn) is expanded, the
resulting ground rule will have tn ground instances of the literal l in
its body. The reason why this does not affect as much as the first case is
that the particular ground rule can be used to derive only one ground
atom, so this size increase does not propagate to predicates that are
derived using the head of the rule.

4. When a function symbol f is applied to the terms t1, . . ., tn, then the
size of the new term is the sum of the sizes of the argument terms.

Theorem 8.2 INSTANTIATION of an ω-restricted program is P-complete
when the number d of variables occurring in each rule is fixed and there
are no non-constant function symbols in it.

Proof. We construct the proof in two parts:

(a) Inclusion. Let P be a program with d distinct variables. First we note
that all ground terms that may occur in HIr(Pi+1) for some i have to
occur somewhere in P since non-constant function symbols are not
allowed. Thus, each rule in P may have at most nd ground instances
where n is the number of different constants that occur in P . Simi-
larity, the expansion of a literal set may have at most nd basic literals
in it so the total size of the instantiation is polynomial in the size of
the program P and it can be computed in polynomial time using the
algorithm instantiate.

(b) Hardness. The problem of deciding whether an atom a belongs to
the least model of a ground stratified normal logic program P is P-
complete [13]. Such programs are a special case of ω-restricted pro-
grams. Thus, it is P-hard to decide whether DP |= a.

�

8 COMPUTATIONAL COMPLEXITY 67



Theorem 8.3 MODEL for an ω-restricted program with a fixed number d of
variables and no non-constant function symbols is NP-complete.

Proof.

(a) Inclusion. As we saw in the previous proof, the instantiation of a fixed-
variable ω-restricted program can be computed in a polynomial time
and it has a polynomial number of rules so we can non-deterministi-
cally guess a stable model and verify it in a polynomial time.

(b) Hardness. MODEL for ground normal logic programs is NP-complete
[45] and they are a special case of ω-restricted programs.

�

Theorem 8.4 The INSTANTIATION problem of an unlimited-variable ω-res-
tricted program is EXP-complete if no non-constant function symbols are
allowed.

Proof.

(a) Inclusion. Consider an ω-restricted program P and let size(P ) = n.
Suppose that there are c different ground terms in P . We now prove by
induction over d = 1, 2, . . . where d is the maximum number of vari-
ables in rules and literal sets that the maximum size of the instantiation
of P is:

size(HIr(P )) ≤ md`c2d ≤ dn2n+2

where m is the number of rules and ` the number of literals in each rule
and size(P ) = n = md`. (Since no new ground terms are generated
during the instantiation, the maximum term length T is constant and
may be left out of consideration.) Thus, it turns out that the size of the
instantiation grows O(2n2

).

We divide our analysis in two parts. First, we show that the number of
ground instances of rules in HIr(P ) is at most mcd, and then we show
that each such rule may have at most `cd ground literals in it.

Consider a single rule r. In the basic case d = 1 we see that it may have
at most c instances that are obtained by substituting the sole variable
by each ground term at a time. So,

|HIr(r)| ≤ c .

Next, suppose that for all programs that have at most k different vari-
ables X1, . . ., Xk in them, |HIr(r)| ≤ ck for each rule r.

Consider the case where d = k + 1. Here we can do the instantiation
of a rule r in two steps:

1. first instantiate only the variable Xk+1 and leave the other vari-
ables still in place; and
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2. instantiate variables X1, . . ., Xk in the rules that were produced
in the previous step.

The first step directly corresponds with the basic case d = 1, so we
see that we can get at most c partially instantiated rules. By induction
hypothesis, each one of them may have at most ck ground instances
and:

|HIr(r)| ≤ ck · c = ck+1

so se have established that a single rule may have at most cd instances.
As P has m rules, the total number of instantiated rules in HIr(P ) is:

|HIr(P )| ≤ mcd .

We can make exactly the same induction to show that the expansion
of a literal set occurring in the rule body may contain at most cd basic
literals, so the body of an instantiated rule may contain at most `cd

literals. Combining these two figures we get:

size(HIr(P )) ≤ (mcd) · d · (`cd) = md`c2d ≤ dn2d+2 .

The last inequality holds since m ≤ n, ` ≤ n, and also necessarily
c ≤ n.

Since also d is linear to the size of n, the size of the ground instantiation
grows O(n2n+3). When we compare the growth rates of f(n) = n2n+3

and g(n) = 2n2 , we see that:

lg f(n) = (2n + 3) lg n

lg g(n) = n2

and conclude that g(n) grows asymptotically faster than f(n) since
lg 2 is a monotonic function and n2 grows faster than (2n + 3) lg n.
Thus, n2n+3 = O(2n2

) and the size of the ground instantiation of P is
bounded from above by an exponential function. Thus, INSTANTIA-
TION is in EXP.

(b) Hardness. First we note that a deterministic EXP-time Turing ma-
chine M uses at most 2nk time steps for some k when the length of
the input is n. We have to show that we can generate an exponential
number of atoms representing time steps and tape cells using a pro-
gram whose size is polynomial with respect to the size of M . To do
this, we need to implement a nk-bit binary counter that runs from 0

to 2nk − 1. This can be done by encoding the numbers as vectors of
binary variables:

number(x1, . . . , xnk)← bit(x1), . . . , bit(xnk) . (78)

The predicate bit/1 is auxiliary with the extension {0, 1}. The succes-
sor relation can be encoded with the rule:

next(x1, . . . , xnk , y1, . . . , ynk)← add(x1, 1, y1, c1),

add(x2, c1, y2, c2),

...
add(xnk , cnk−1, ynk , cnk)

(79)
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where add/4 encodes one-bit addition and is defined using the follow-
ing four facts:

add(0, 1, 1, 0)← add(0, 0, 0, 0)←
add(1, 0, 1, 0)← add(1, 1, 0, 1)← .

(80)

Now the time steps and tape positions can be defined in terms of num-
bers:

time(x1, . . . , xnk)← number(x1, . . . , xnk)

place(x1, . . . , xnk)← number(x1, . . . , xnk) .
(81)

Finally, we replace all references to time/1 and place/1 by time/nk

and place/nk and add all necessary domain predicates to the rule bod-
ies.

�

Theorem 8.5 The MODEL problem of an unlimited-variable ω-restricted
program is NEXP-complete if no non-constant function symbols are al-
lowed.

Proof. As in Theorem 8.3. �
When we consider INSTANTIATION when we allow the use of function

symbols, the binary counter construction in the hardness direction is quite
convoluted. Thus, we prepare the way for it by proving a simpler result,
namely, that INSTANTIATION is EXP-hard for such programs.

Lemma 8.1 INSTANTIATION of a fixed-variable ω-restricted program P that
uses non-constant function symbols is EXP-hard, if the number of variables
in each rule d ≥ 8 and there are at least two different non-constant function
symbols available.

Proof. We need to construct a binary counter from 0 up to 2nk − 1. We do
this by encoding an m-bit binary number x as a function b1(b2(· · · bm(0) · · · ))
where bi is f if the ith bit of x is 0 and t if it is 1. The m-bit binary numbers
can be generated recursively from m − 1-bit numbers by the following two
rules:

numberm(t(X))← numberm−1(X)

numberm(f(X))← numberm−1(X)
(82)

Here we need m + 1 different number predicates since otherwise the rules
would not be ω-restricted. As the basic case of the recursion, we define one
0-bit number as:

number0(0)← . (83)

The successor relation can also be defined recursively:

nexti+1(t(X), t(Y ))← nexti(X, Y )

nexti+1(f(X), f(Y ))← nexti(X, Y )

nexti+1(f(X), t(Y ))← lasti(X), firsti(Y )

(84)
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where lasti/1 and firsti/1 are defined as:

lasti(ti(0))←
firsti(f i(0))← .

(85)

The translation uses 7nk+3 rules to create all nk-bit numbers so we now have
a polynomial reduction from EXP-time Turing machines to ω-restricted pro-
grams using only function symbols and the proof is complete. �

Theorem 8.6 INSTANTIATION of a fixed-variable ω-restricted program that
uses non-constant function symbols is 2-EXP-complete, if the maximum
number of variables occuring in a rule or a literal set d ≥ 8.

Before we present the proof of the theorem we define four lemmas that
help us manage the inclusion size of the proof. With these lemmas we break
the size of the ground instantiation into its component pieces.

Lemma 8.2 Let P be an ω-restricted program where the maximum arity of
a function symbol is d and whose largest ground term has the size T . Then,
the size of the largest term that occurs in HIr(P ) is bounded above by 2sdsT
where s is the number of strata in P .

Proof. We prove by induction over the number of strata that the largest
ground term ti that occurs in the relevant instantiation of the stratum pro-
gram Pi is at most 2idiT .

As the basic case we note that all rules on the 0-stratum are ground, so
size(t0) = T ≤ 20d0T . Next, suppose that the claim holds for all strata up
to k. As the maximum arity of a function symbol is d, the largest possible
term on the k + 1-stratum is:

tk+1 = f(tk, . . . , tk︸ ︷︷ ︸)
d times

where f is a function symbol of maximal arity. We see that:

size(tk+1) = d · size(tk) + 1

≤ 2d · size(tk) .

Here we use the induction hypothesis to note that:

2d · size(tk) = 2d · 2kdkT = 2k+1dk+1T

and the induction is complete. �

Lemma 8.3 If P is an ω-restricted program such that at most ci ground atoms
are true in the union of answer sets

⋃
j∈[0,i] Mi of the first i+1 strata programs

Pj , then for each rule r ∈ Pi+1 it holds that |HIr(r)| ≤ cd where d is the
number of global variables in r.

Proof. Each global variable that occurs in r has to occur also in a positive
domain literal in the rule body that belongs to some stratum j ≤ i so there
are at most cj variable substitutions that satisfy it. As there are d variables, the
rule has at most cd

i ground instances with satisfiable bodies. �
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Lemma 8.4 Let P be a cardinality constraint program with s strata with m
rules each. Then, HIr(P ) has less than 2ds

mds+1 ground rules if the number
of variables d > 1.

Proof. We prove a slightly stronger claim. Let ci be the number of ground
atoms that are true in the union of answer sets

⋃
j∈[0,i] Mi of the first i + 1

strata programs Pj . Then,

ci ≤ 2
∑i−1

j=0 dj ·m
∑i

j=0 dj

when i > 0 and d > 1. We prove this by induction over the number of strata
in P . First, we note that

c0 ≤ m

c1 ≤ m ·md + m = md+1 + m

≤ 2md+1 = 2
∑0

i=0 di ·m
∑1

i=0 di

The value for c0 comes from the fact that all rules on the 0-stratum are ground
and for c1 we note that there are m rules on 1-stratum and by Lemma 8.3 each
of them may have at most cd

0 instances. Next, suppose that the claim holds
for all strata up to some k.

Each of the m rules in the k + 1-stratum may have at most cd
k instances,

so:
ck+1 = m · cd

k + ck ≤ 2m · cd
k .

Next, we use the induction hypothesis to replace ck by its upper bound and
get:

ck+1 ≤ m(2
∑k−1

i=0 di ·m
∑k

j=0 dj

)d + 2
∑k−1

i=0 di ·m
∑k

j=0 dj

≤ 2m(2
∑k−1

i=0 di ·m
∑k

j=0 dj

)d .

When we perform the outermost exponentation we get:

2m(2
∑k−1

i=0 di ·m
∑k

j=0 dk

)d = 2m · 2d
∑k−1

i=0 di ·md
∑k

j=0 dj

= 2m · 2
∑k−1

i=0 ddi ·m
∑k

j=0 ddj

= 2m · 2
∑k−1

i=0 di+1 ·m
∑k

j=0 dj+1

= 2m · 2
∑k

i=1 di ·m
∑k+1

j=1 dj

= 21+
∑k

i=1 di ·m1+
∑k+1

j=1 dj

= 2
∑k

i=0 di ·m
∑k+1

j=0 dj

and the induction is complete. We can simplify the final expression by noting
that:

k∑
i=0

di =
1− dk+1

1− d
< dk+1

when d > 1 so we get the upper bound 2ds ·mds+1 for the number of rules in
HIr(P ). �
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Lemma 8.5 The expansion of a literal set S that occurs in a rule on the k-
stratum of an ω-restricted program contains at most 2dk ·mdk+1 basic literals
where m is the number of rules per strata and d the number of local variables
in S.

Proof. First we note that if S has d local variables, then there are at most cd
k−1

basic literals in the expansion of S where ck−1 is the number of ground atoms
that can be derived using rules on the first k strata. By Lemma 8.4 we know
that ck ≤ 2dk ·mdk+1 . �

Proof. (of Theorem 8.6)

(a) Inclusion. Without a loss of generality we may assume that there are
s strata with m rules each in a program P . Since the number of vari-
ables d is fixed in this case, we ignore it from the size definition and
use size(P ) = n = sm`T where ` is the number of basic literals in
each rule and T the size of the largest term occurring in P .

Let m′, `′, and T ′ denote the number of rules, basic literals, and maxi-
mum term size of HIr(P ). By Lemmas 8.2–8.5 we know that:

m′ ≤ 2ds

mds+1

`′ ≤ 2ds

mds+1

`

T ′ ≤ 2sdsT .

Thus, the total size of the instantiation is:

size(HIr(P )) ≤ 2ds

mds+1 · 2ds

mds+1

` · 2sdsT .

As each of s, m, `, and T are less than n, we get that:

size(HIr(P )) ≤ 2dn

ndn+1 · 2dn

ndn+1

` · 2ndnn .

When we rearrange the terms we see that:

size(HIr(P )) ≤ 22dn+nn2dn+1+1 ≤ n4dn+1+1 (86)

when n ≥ 2. We now compare the growth rate of f(n) = n4dn+1+1 to
the growth rate of g(n) = 22n2

.

lg f(n) = (4dn+1 + 1) lg n ≤ 5dn+1 lg n

lg(5dn+1 lg n) = lg 5 + (n + 1) lg d + lg lg n

lg g(n) = 2n2

lg lg g(n) = n2 .

As n2 grows strictly faster than n+lg lg n, we know that size(HIr(P )) =

O(22n2

), and so INSTANTIATION is in 2-EXP.

(b) Hardness. We have to construct a binary counter running from 0 to
22nk

for a given nk. We follow the example of the proof of Lemma 8.1
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and implement the numbers as terms. However, in this case we start
with n rules:

number0(0)←
...

number0(n)←

Then, we create the further levels of numbers using:

numberi+1(f(X, Y ))← numberi(X), numberi(Y ) . (87)

The intuition is that number1 is seen as a n2-base number, number2
as (n2)2 = n4 base, and so on. At the total we will have nk different
levels.

Let ci be the size of the extension of numberi/1. Here we see that:

c0 = n

c1 = n2

c2 = (n2)2 = n4

...
ci = (ci−1)

2 = n2i

...

cnk = n2nk

Thus, we can create n2nk

different terms using nk + n rules. As 22nk

≤
n2nk

, we now see that it is enough to model all necessary integers. Next,
we have only to show that we can handle the arithmetic of the terms
by defining the successor relation. We start by defining n ground facts
for the basic case:

next0(i, i + 1)←
and continuing with a recursive definition:

nexti+1(f(X, Y ), f(X, Z))← numberi(X), nexti(Y, Z)

nexti+1(f(X, L), f(Y, F ))← firsti(F ), lasti(L), nexti(X, Y ) .

Finally, we have:

first0(0)←
last0(n)←

firsti+1(f(X, X))← firsti(X)

lasti+1(f(X, X))← lasti(X)

and the proof is complete.

�
We now present a simple example program that illustrates the doubly-

exponential growth of ground instantiation.
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Example 8.1 Consider the following program P with two variables:

d0(0)←
d0(1)←

d1(f(X, Y ))← d0(X), d0(Y )

d1(t(X, Y )) ← d0(X), d0(Y )

d2(f(X, Y ))← d1(X), d1(Y )

d2(t(X, Y )) ← d1(X), d1(Y )

d3(f(X, Y ))← d2(X), d2(Y )

d3(t(X, Y )) ← d2(X), d2(Y ) .

Each of the predicate symbols belong to a stratum by itself. The number of
rules in the ground instantiations of the four strata are:

|HIr(P0)| = 2 = 221−1

|HIr(P1)| = 2 · |HIr(P0)|2 = 2 · 22 = 8 = 222−1

|HIr(P2)| = 2 · |HIr(P1)|2 = 2 · 82 = 128 = 223−1

|HIr(P3)| = 2 · |HIr(P2)|2 = 2 · 1282 = 32768 = 224−1 .

If we add a fifth predicate d4/1 and identical rules for it, then it will have
2 · 327682 = 2, 147, 483, 648 = 231 = 225−1 instances.

On the other hand, if we add a new ground fact d0(2) ← and a rule
di+1(h(X, Y )) ← di(X), di(Y ) for each three other strata, then the sizes of
the instantiations will be:

|HIr(P0)| = 3 = 321−1

|HIr(P1)| = 3 · |HIr(P0)|2 = 3 · 32 = 27 = 322−1

|HIr(P2)| = 3 · |HIr(P1)|2 = 3 · 272 = 2187 = 323−1

|HIr(P3)| = 3 · |HIr(P2)|2 = 3 · 21872 = 14, 348, 907 = 324−1 .

Thus, we see that if there are n strata and n rules in each stratum, then there
are n2k−1 ground instances on the kth stratum, so there are in total:

n∑
k=1

n2k−1

instances. In this sum the final term n2n−1 dominates the value and we can
say that it grows O(n2n

).

Theorem 8.7 The MODEL problem for a fixed-variable ω-restricted program
that uses function symbols is 2-NEXP-complete, if d ≥ 8.

Proof. As in Theorem 8.3. �

Theorem 8.8 The INSTANTIATION problem of an ω-restricted program is
2-EXP-complete.

Proof.
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(a) Inclusion. In (86) in proof of Theorem 8.6 we saw that size(HIr(P ))
is bounded above by:

size(HIr(P )) ≤ n4dn+1+1

The same result holds also in this case, but here d is not fixed but is
linear to n. Thus,

size(HIr(P )) ≤ n4nn+1+1

and further:

lg n4nn+1+1 = (4nn+1 + 1) lg n ≤ (5nn+1) lg n

lg(5nn+1 lg n) = lg 5 + (n + 1) lg n + lg lg n .

As n lg n + lg lg n = O(n2), we see again that size(HIr(P )) = O(22n2

)
and the proof is complete.

(b) Hardness. Follows directly from Theorem 8.6.

�

Theorem 8.9 MODEL for an ω-restricted program is 2-NEXP-complete.

Proof. As in Theorem 8.3. �
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h← l1, . . . , ln Basic Rule
h← L ≤ {l1, . . . , ln} Constraint Rule
h← L ≤ [l1 = w1, . . . , ln = wn] Weight Rule

{h1, . . . , hn} ← l1, . . . , ln Choice Rule

Figure 11: Internal smodels rule types

9 IMPLEMENTATION

The ω-restricted subset of cardinality constraint programs has been imple-
mented in the SMODELS [77] tool. SMODELS has two parts, smodels proper
that implements the stable model semantics for ground programs and lparse
that instantiates programs with variables. The tools are available for down-
load at http://www.tcs.hut.fi/Software/smodels .

In addition to standard stable semantics SMODELS has also support for
several other semantics including partial model [30] and preferred model
[10] semantics. These semantics are implemented by translating the input
programs into ω-restricted programs whose stable models coincide with the
models under different semantics.

9.1 Smodels

The smodels started as an efficient logic engine for computing the stable
model semantics for ground normal logic program and it has been aug-
mented with three special rule types, constraint, weight, and choice rules.
The exact combination of the new rule types were chosen so that the ex-
pressive power of constraint literals could be reached while still allowing fast
truth-value propagation during computation.

A basic rule is the standard logic program rule of the form:

h← a1, . . . , an, not b1, . . . , not bm (88)

where h, ai, and bi are all ground atoms. A constraint rule has the form

h← L ≤ {a1, . . . , an, not b1, . . . , not bm} (89)

where L is an integral lower bound and h, ai, and bi are again atoms. A
weight rule is otherwise similar to a constraint rule but each basic literal in
the body may have an integral weight attached to it:

h← L ≤ [a1 = w1, . . . , an = wn, not b1 = wn+1, . . . , bm = wn+m] (90)

Finally, a choice rule has the form:

{h1, . . . , hn} ← a1, . . . , an, not b1, . . . , bm (91)

where hi, ai, and bi are all atoms.
The implementation details have been presented in [65] and [64].
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Parser
Semantic
Rewriter Rewriter

Instantiator
Semantic
Instantiator

Figure 12: How lparse processes an input program

9.2 Lparse

The instantiator lparse has two main functions: it removes variables from
user programs and it translates complex constructs into simpler ones. Con-
ceptually lparse processes its input in three distinct phases:

1. parser reads the input programs and creates their dependency graphs;

2. semantic rewriter translates any rules with non-standard semantics into
standard rules;

3. rewriter translates complex constructs into simple ones;

4. instantiator removes variables from rules; and

5. semantic instantiator instantiates control rules when a non-standard
semantics is used.

In practice the different phases are interleaved so that, for example, in many
simple cases rewriting happens on the fly in the instantiator.

Rewriter
Since the smodels engine understand only four internal rule types, we have
to translate more complex constructs into these rules. In particular, an smod-
els rule may have at most one constraint literal in it. If it is in the head,
there may be no bounds at all, and if it is in the body, it must be the only
body literal and it may not have an upper bound. Thus, any rule that has a
constraint literal with both bounds in it has to be translated to two smodels
internal rules.

The basic idea of the translation is that if a constraint literal

L ≤ {l1, . . . , ln} ≤ U

occurs in a rule body, it is replaced by two literals int1 and not int2 where
neither int1 nor int2 occurs elsewhere in the program and two rules:

int1 ← L ≤ {l1, . . . , ln}
int2 ← U + 1 ≤ {l1, . . . , ln}

If there are any global variables in the constraint literal, then they are added
as arguments to int1 and int2. The rewritten rules are not necessarily ω-
restricted but we can get around that problem by using the domain predicates
of the original rule to find out the relevant ground instances.
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Example 9.1 Consider the rule:

a(X)← 2 ≤ {ρY.〈c(X, Y ) : d(X, Y )〉} ≤ 3,

1 ≤ {ρZ.〈e(Z) : f(Z)〉} ≤ 2, f(X) .

This rule is translated into

a(X)← int1(X), not int2(X), int3, not int4, f(X)

int1(X)← 2 ≤ {c(X, Y ) : d(X, Y )}
int2(X)← 4 ≤ {c(X, Y ) : d(X, Y )}

int3 ← 1 ≤ {e(Z) : f(Z)}
int4 ← 3 ≤ {e(Z) : f(Z)}

If the constraint literal occurs in the head, we drop the bounds from the
original rule and add two new rules to ensure that the correct number of head
atoms will be satisfied. So, a rule of the form

L ≤ {a1, . . . , an} ≤ U ← body

is translated to:

{a1, . . . , an} ← body

← n− L + 1 ≤ {not a1, . . . , not an}, body

← U + 1 ≤ {a1, . . . , an}, body

Here n is the number of ground basic literals in the expansions of literal
sets in the head. Thus, this translation has to be done after they have been
expanded. Also, if body is not empty, the two new rules have also to be
rewritten.

Instantiator
The instantiator works in two phases:

1. domain generation; and

2. program instantiation

In the domain generation phase the domain predicates are identified auto-
matically and their extensions computed. In the program instantiation phase
the domain predicates are used as a data model to instantiate all program
predicates.

The domain predicates are detected using the algorithm create_stratificat-
ion that was presented in Figure 7 on page 34.

The rules are instantiated one at a time, starting from domain predicates
on the lowest stratum and continuing up to the ω-stratum. In the case of
domain predicates we then compute the deductive closure of their rules and
store those instances in the data model. The rules for program predicates are
output as they are created.

The same algorithm is used for both domain and program predicates.
Conceptually, we create a natural join over the extensions of the domain

9 IMPLEMENTATION 79



procedure instantiate(Rule R)
{ Create the lits array }
pos := 0
while pos ≥ 0 do

instance := get_next_ground_instance(lits[pos])
if bind_literal(lits[pos], instance) = T do

if pos = max do
emit(R)

else
pos := pos + 1

endif
else

remove_binding(lits[pos])
pos := pos− 1

endif
endwhile

Figure 13: The lparse instantiator algorithm

predicates in the rule body, and then use that to find out all relevant variable
bindings.

However, we do not create a relational table for the join explicitly. Instead,
we find the possible bindings one row at a time and output a ground instance
as soon as one row is completed. This has the advantage that it is quick when
the rule bodies are relatively simple and it uses potentially less memory than
computing the full tables. However, if many rules have almost identical
bodies, we end up having to do unnecessary work as we have to create the
same join again and again.

The rules are instantiated one at a time. When we instantiate a rule R
we start by creating an array lits for storing the positive domain literals of the
rule body. The domain literals are sorted in ascending order on the size of
their extensions. Then we start an iteration where we find a ground instance
of the first domain literal, bind the global variables according to it, and try to
find a compatible instance of the next literal. This is continued until either
all variables are bound or no compatible ground instance exists. In the latter
case we backtrack and remove the latest variable bindings. This algorithm
is shown in Figure 13. The variable max in the algorithm description is the
index of the last domain literal of the rule.

Here we abstract away the details of functions get_next_ground_instance
and bind_literal. The former iterates over the instantiation of the domain lit-
erals keeping an internal state, and returns a null-instance when all instances
are processed. The latter binds the values of global variables to the instance
in question and returns T if it succeeds and F if instance is a null-instance
or contains conflicting values for already bound variables.

The actual implementation of the algorithm has some additional opti-
mizations. For example, if there is a negative literal not A in the rule body,
its truth value is checked as soon as all variables in it have been bound. If
it turns out that A is necessarily true, we discard the partial instance. Also,
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we create indices for the extensions where possible so that we do not have to
always iterate through the whole extensions of all domain predicates.

Literals Sets
We also expand literal sets using the instantiate procedure. We take the
atoms occurring in the condition to be the rule body and the set literal to be
the head. The literal set is then replaced by the instantiated set of literals. A
literal set is expanded as early as possible. If there are no global variables in
it, it is expanded before the rule is instantiated. We can do this because those
literal sets have always the same expansion.

10 EXAMPLES

In this section we give three examples of using ω-restricted cardinality con-
straint programs to model problems. The first problem is a classical planning
puzzle where a number of people have to be transported over a river, and in
the second one we want to find nondeterministic finite automata that satisfy
certain structural requirements when they are determinised.

Even though both problem domains are rather simple, they are not toy
problems. The optimal length of the solution for the planning puzzle is 16
steps long9 and the search space is large enough that the most obvious encod-
ing of the puzzle fails to find a solution. In the automata theoretic example
we have to determinize a nondeterministic automaton as a subproblem, so
the size of the instantiated program is guaranteed to be exponential with re-
spect to size of the input.

We include the SMODELS source code for all example programs in Ap-
pendix A.

In this section we use a few notational shortcuts to make the rules more
legible. First, we leave out most domain literals from the rule bodies. We
take the approach that the global variables are strictly typed. For example, in
first two examples the variable I will have the type time/1. The intuition is
that there is an implicit literal time(I) in the body of each rule that contains I
somewhere in it.

Second, we write a literal set ρX.〈l(X) : a1(X), . . . am(X)}〉 as:

l(X) : a1(X) ∧ · · · ∧ am(X)

and use the convention that a variable is local only if it occurs in one literal
set of the rule and it occurs there in some condition ai. Otherwise, it is
global. Thus, in a rule:

1 ≤ {hc(X, Y ) : edge(X, Y )} ≤ 1← vtx(X)

the variable X is global since it occurs in two places and Y is local as it occurs
only in one literal set. Another example is the rule:

← 2 ≤ {push(X, Y, Dir, I) : m-square(X, Y ) ∧ direction(Dir)}
Here X , Y , and Dir are local variables since they are explicitly mentioned in
the conditions of push, but I is global since it is not.

9Sam Loyd, the originator of the puzzle found a 17-step answer [38]. This author does
not know of any previously published 16-step answers.
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Variable Domain literal
L, Li place(L), place(Li)
S, Si sex(S), sex(Si)
P, Pi person(P ), person(Pi)

I time(I)

Table 3: Domain literals of the planning puzzle

10.1 A Planning Puzzle

Consider the following logical puzzle by Sam Loyd [38]:

It is told that four men eloped with their sweethearts, but in car-
rying out their plan were compelled to cross a stream in a boat
which would hold but two persons at a time. In the middle of
the stream, as shown in the sketch, there is a small island. It
appears that the young men were so extremely jealous that not
one of them would permit his prospective bride to remain at any
time in the company of any other man or men unless he was also
present.

Nor was any man to get into a boat alone when there happened
to be a girl alone, on the island or shore, other than the one to
whom he was engaged. This leads one to suspect that the girls
were also jealous and feared that their fellows would run off with
the wrong girl if they got a chance. Well, be that as it may, the
problem is to guess the quickest way to get the whole party across
the river.

Let us suppose the river to be two hundred yards wide, with an
island in the middle on which any number can stand. How many
trips would the boat make to get the four couples safely across in
accordance with the imposed conditions?

The first step in solving this puzzle is to define the vocabulary of predi-
cates. As the most important concepts of the puzzle are persons, their loca-
tions, and movement, we will construct the problem around the following
predicates:

• at(L, S, P, I) — the person of sex S from the couple P is at location L
at the time step T .

• boat(L, I) — the boat is at the location L at the time step T .

• row(S, P, I) — the person of sex S from the couple P changes his or
her location on the time step T .

The domain definitions for global variables are shown in Table 3.
Conceptually we divide the ω-restricted program into two parts, generator

and constraints. The generator part is used to construct all possible plans to
get all persons across, and the constraint part prunes out all candidate plans
that do not satisfy the conditions of the puzzle.
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The core of the generator is two choice rules that are used to generate the
possible choices of persons who move at each time step and possible locations
of boats:

{row(S, P, I)} ← at(L, S, P, I), boat(L, I)

{boat(L, I)} .

Then, we add to the generator rules stating that all persons who row in the
boat end up in the place where the boat is going, and those who do not move
stay in the same place:

at(L, S, P, I + 1)← row(S, P, I), boat(L, I + 1)

at(L, S, P, I + 1)← at(L, S, P, I), not row(S, P, I) .

The constraint part can further be divided into two parts. The first part
ensures that the world stays consistent and the second part that ensures that
the constraints given in the puzzle are satisfied.

First three constraints state that the boat has to be in one place at a time
and it has to move on each time step:

← 2 ≤ {boat(X, I) : place(X)}
← {boat(X, I) : place(X)} ≤ 0

← boat(L, I), boat(L, I + 1)

Since a boat cannot travel empty, we have to add constraints to force at
least one and at most two travelers at each time step:

← 3 ≤ {row(S ′, P ′, I) : person(S ′, P ′)}
← {row(S ′, P ′, I) : person(S ′, P ′)} ≤ 0

Note that we do not need to explicitly state that a person has to be in a
single place since our rules for at/4 already ensure that.

Next, we start modeling the constraints given in the puzzle. First, no
woman may be in the company of men if her own groom is not present:

← at(L, woman, P1, I), not at(L, man, P1, I), at(L, man, P2, I), P1 6= P2 .

Second, no man may row alone if there is some woman other than his fiance
alone in any place. To model this constraint we need two additional predi-
cates, has-company(S, P, I) that is true if the person S-P is not alone at the
time step I and two-move(I) that is true when two persons are moving on
the time step I .

← row(man, P1, I), not two-move(I),

not has-company(woman, P2, I), P1 6= P2

two-move(I)← 2 ≤ {row(P ′, S ′, I) : person(P ′, S ′)}
has-company(woman, P, I)← 1 ≤ {at(L, S ′, P ′, I) : person(S ′, P ′)

∧ P 6= P ′},
at(L, woman, P, I) .
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Finally, we define the initial state and add a constraint to force all persons to
end in the correct side of the river:

at(left, S, P, 1)

← 1 ≤ {not at(right, S ′, P ′, t + 1) : person(S ′, P ′)} .

Here t is a 0-ary constant that evaluates to the desired length of the plan.
Similarily, p is a constant that evaluates to the number of couples in the
puzzle.

The only thing that is left is to define the domain predicates that are used
above. They can be defined using the rules:

pair(1)←; . . . ; pair(p)←
time(1)←; . . . ; time(t)←

place(left)←; place(right)←; place(island)←
sex(woman)←; sex(man)←

person(S, P )← sex(S), pair(P ) .

The stable models of the program above correspond to valid solutions of the
puzzle. However, the search space of the program is so large, that finding any
stable model for it takes many hours using lparse-1.0.11 and smodels-2.26 on
a 1GHz AMD Athlon XP.

If we want to find the optimal solution in a reasonable time, we have to
make our program more efficient. We can do this by encoding our knowledge
of the problem domain into constraints. For example, we know for certain
that in an optimal plan the boat may not have an identical load for two time
steps in a row since otherwise the plan could be shortened by leaving the first
move out. This constraint can be encoded as:

id-move(I)← row(S1, P1, I), row(S1, P1, I + 1),

row(S2, P2, I), row(S2, P2, I + 1),

1 ≤ {S1 6= S2, P1 < P2}
id-move(I)← row(S, P, I), row(S, P, I + 1),

not two-move(I), not two-move(I + 1)

The constraint literal 1 ≤ {S1 6= S2, P1 < P2} is true when the two persons
either belong to a different couple or they are of different sex. The use of the
<-relation is a further optimization that ensures that only one rule is created
for each pair of persons.

Another optimization that can be done is to note that it is not possible for
two persons that are of different sex and belong to different couples to move
at the same time:

← row(woman, P1, I), row(man, P2, I), P1 6= P2 .

Perhaps the most important way of reducing complexity in this case is to
reduce symmetries in it. In the puzzle each couple is identical in the sense
that they all follow the same rules. If we have a valid solution, then system-
atically swapping all moves of persons in couples i and j together results in
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Move Left Island Right
1 BCDbcd Aa+
2 ABCDbcd+ a
3 ABCDd a bc+
4 ABCDbd+ a c
5 BDbd a ACc+
6 ABDbd+ a Cc
7 ADd a BCbc+
8 ADd ab+ BCc
9 ADad+ b BCc

10 ad b ABCDc+
11 ad Bb+ ACDc
12 ad ABCDbc+
13 abd+ ABCDc
14 d ABCDabc+
15 Dd+ ABCabc
16 ABCDabcd+

Table 5: A balanced optimal solution for the 4-elopers puzzle

another valid plan. It is possible that during stable model computation bits
of these plans get mixed; each subplan is a part of a consistent answer but to-
gether they yield a contradiction. If we remove as many of these symmetries
as we can by adding suitable constraints, then we are likely to get answers
much faster than with them.

We define that two couples are equivalent if both men and both women
are in the same places. Then, we demand that persons of the lower numbered
couple have to move first.

equivalent(P1, P2, I)← at(L1, S1, P1, I), at(L1, S1, P2, I),

at(L2, S2, P1, I), at(L2, S2, P2, I),

S1 6= S2, P1 < P2

← row(S, P2, I), not row(S, P1, I),

equivalent(P1, P2, I)

After adding these constraints we could find an optimal plan in 118 sec-
onds on the same computer system. Proving optimality takes about twice
longer, 243 s. We also present a further optimized version of the program
in Appendix A.2. With this encoding, the optimal solution can be found in
46 s and the optimality proven in 156 s. We compared the three different
encodings also in cases where there are less than 4 couples. These results are
presented in Table 4.

One optimal solution for the puzzle is shown in Table 5. The men are
denoted using capital and the women with lower case letters. The location
of the boat is marked using the +-symbol. This solution is balanced in the
sense that both men and women move as many times.
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Figure 14: A Sokoban game instance

10.2 Sokoban

In the game of Sokoban, the player takes the role of a warehouse keeper
(“Sokoban”) who has to rearrange a number of boxes. The Sokoban can
move boxes only by pushing them in one of the four main directions and
he cannot climb over or squeeze between them. One example Sokoban
puzzle10 is shown in Figure 14.

The first step in modeling Sokoban is to decide what a move will be. One
possibility would be to use the Sokoban’s movement directly, so that one step
of the Sokoban is one move. However, this approach has the problem that
the plans quickly become dozens or hundreds of steps long, far too long to
be solved in a reasonable amount of time. Instead, we take the approach that
a move begins when the Sokoban starts to push a box into a direction, and
ends when the box finally comes to rest and Sokoban starts to move another
box. Thus, if a box is pushed four squares in a row, it is taken to be a single
move.

In the encoding of the Sokoban problem we use extended cardinality con-
straint programs, that is, we use classical negation in some rules. The most
important predicates in use are:

• has-box(X, Y, I) — there is a box at location (X, Y ) at the time step I;

• push(X, Y, Dir, I) — the Sokoban pushes the box that is at (X,Y ) to
the direction Dir at the time step I ;

• can-push(X,Y, Dir, I) — the box that is at (X, Y ) can be pushed to
the direction Dir at the time step I ;

• move-to(X, Y, I) — a box is pushed to (X, Y ) at the time step I ;

• reachable(X,Y, I) — the Sokoban can reach (X, Y ) at the time step
I ; and

• at(X, Y, I) — the Sokoban is at (X,Y ) at the time step I .

When defining the domain of a puzzle, we classify the possible locations
of the warehouse into two different classes:

• square(X, Y ) — there is an open space at location (X, Y ); and

10This level is designed by Yoshio Murase and it is downloaded from
http://www.ne.jp/asahi/ai/yoshio/sokoban/main.htm .
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Variable Domain literal
X, Y ; Xi, Yi m-square(X,Y ), m-square(Xi, Yi)

Dir direction(Dir)
I time(I)

Table 6: Domain literals of Sokoban

• m-square(X, Y ) — there is an open space at location (X, Y ) such that
it is possible to push a box from (X, Y ) to one of the target squares.

We use the predicate m-square/2 to reduce the number of possible rules.
For example, if we push a box into a corner (x, y), then there is no way
to move it again and such a move cannot belong to a valid plan. In this
case square(x, y) would be true but m-square(x, y) would not. The predicate
m-square/2 is a domain predicate that is defined using recursive rules.

As was the case in the previous section, we divide the program into two
parts, one of which generates all possible plans, and one that ensures that all
constraints of the problem are satisfied.

The core of the generator is again formed by two choice rules, one that
selects which box is pushed and another that selects the target:

{push(X, Y, Dir, I)} ← has-box(X,Y, I), can-push(X, Y, Dir, I),

has-neighbor(X, Y, Dir)
1 ≤ {move-to(X2, Y2, I) : same-segment(X1, Y1, X2, Y2, Dir)} ≤ 1←

push(X1, Y1, Dir, I), has-neighbor(X1, Y1, Dir)

Here the predicates in the rule bodies abstract much of the complexity of the
problem domain. The predicate can-push(X, Y, Dir, I) is true if the Sokoban
can push the box in (X, Y ) to Dir at I . The predicate has-neighbor/3 is
a domain predicate that is true if there is possibly an empty space to the
direction Dir from (X,Y ).

The predicate same-segment(X1, Y1, X2, Y2, Dir) is a domain predicate
that encodes the fact that (X1, Y1) and (X2, Y2) are on the same straight line
and there are no structural obstructions between them.

Next, we add a rule to say that we can move only one box at a time, and
the box may not be pushed over or onto another:

← 2 ≤ {push(X, Y, Dir, I) : m-square(X, Y ) ∧ direction(Dir)}
← push(X1, Y1, Dir, I), move-to(X3, Y3, I), has-box(X2, Y2, I),

same-segment(X1, Y1, X2, Y2, Dir), same-segment(X2, Y2, X3, Y3, Dir)
← has-box(X, Y, I), move-to(X, Y, I) .

A box that is pushed ends up in the new place, and a box that is not moved
stays in place:

has-box(X, Y, I + 1)← move-to(X, Y, I)

¬has-box(X, Y, I + 1)← push(X, Y, Dir, I)

has-box(X, Y, I + 1)← not ¬has-box(X, Y, I + 1), has-box(X, Y, I)
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Next, we define when the Sokoban can push boxes. Here we need four rules,
one for each direction. All rules share the same form:

can-push(X,Y, east, I)← has-box(X, Y, I), not has-box(X + 1, Y, I),

reachable(X − 1, Y, I), square(X − 1, Y )

m-square(X, Y ), m-square(X + 1, Y ) .

The predicate reachable/3 denotes all locations that the Sokoban can reach
at a given time step. It is computed as a transitive closure of unblocked
squares that are adjacent to the Sokoban:

reachable(X,Y, I)← square(X,Y ), at(X, Y, I)

reachable(X + 1, Y, I)← reachable(X, Y, I), not has-box(X ′ + 1, Y ′, I)

square(X,Y ), square(X + 1, Y ) .

Similar rules are needed also for the other three directions. We explicitly
mention the domain literals square/2 in the bodies of these rules to empha-
size that the Sokoban can himself move to places where he should not push
boxes into.

Before defining the domain predicates, we have to add a rule that explains
where the Sokoban is after a move:

at(X, Y, I + 1)← push(X, Y, Dir, I) .

In defining the domain predicates we once again have to use transitive
closure in defining some recursive relations. First, we define the predicates
square/2 and target-square/2 directly as facts according to the given problem
instance. Based on this predicate we define the predicate m-square/2 to be
the set of squares from where it is possible to push a box to some target loca-
tion. This rules out, for example, squares in a corner since if a box is pushed
to the corner, it may never be retrieved from it.

m-square(X, Y )← square(X, Y ), has-target-route(X, Y )

has-target-route(X, Y )← target-square(X, Y )

has-target-route(X + 1, Y )← has-target-route(X, Y ), square(X, Y ),

square(X + 1, Y ), square(X − 1, Y ) .

In the third rule the atom square(X − 1, Y ) was necessary so that we can
ensure that there is really space to push the box to the correct direction.
Obviously, we again need four rules of this form, one for each direction.

The final missing domain predicate is same-segment/4 that again has to
be defined recursively using eight rules of the form:

same-segment(X, Y, X + 1, Y, east)← m-square(X, Y ),

m-square(X, Y ).

same-segment(X1, Y, X2 + 1, Y, east)← same-segment(X1, Y, X2, Y, east),

m-square(X1, Y ),

m-square(X2, Y ),

m-square(X2 + 1, Y ) .
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Our goal state is such that all target squares have to have a box in the final
step:

← 1 ≤ {not has-box(X, Y, t + 1) : target-square(X, Y )} .

As in the planning puzzle example, we can make the program more ef-
ficient by adding certain constraints to prune out incorrect branches of the
search tree. For example, the Sokoban should never push two boxes together
along a wall since they will be stuck there. This constraint can be encoded
as:

edge-pair(X,Y, X + 1, Y )← not target-square(X, Y ),

not target-square(X + 1, Y ),

square(X, Y ), square(X + 1, Y ),

not square(X,Y − 1),

not square(X + 1, Y − 1) .

← edge-pair(X1, Y1, X2, Y2),

has-box(X1, Y1, I), has-box(X2, Y2, I) .

Similar rules may be used to forbid cases where three boxes are pushed to an
L-shape around a corner or four boxes are pushed together to form a square.

There are also optimizations that make candidate solutions shorter. For
example, a box should not be pushed twice to the same direction:

push-dir(Dir, I)← push(X, Y, Dir, I)

← push-dir(Dir, I), move-to(X, Y, I),

push(X, Y, Dir, I + 1) .

This program can be used to find the solution for the puzzle instance
shown in Figure 14. An optimal 10-step solution is shown in Figure 15.

10.3 Creating Finite Automata

A deterministic finite automaton (DFA) is a five-tuple M = 〈Q, Σ, δ, s, F 〉
where Q is a finite set of states, Σ a finite alphabet, s the initial state, F ⊆ Q a
set of accepting states, and a transition function δ : Q×Σ→ Q that associates
a new state to each pair of a state and input symbol. A non-deterministic finite
automaton (NFA) is otherwise similar but instead of a transition function
there is a transition relation ∆ ⊆ Q× Σ ∪ {ε} ×Q. Each nondeterministic
automaton can be translated into a possibly exponentially larger deterministic
automaton using the well-known subset construction (see, for example, [32]).

In this section we consider the problem of creating finite automata that
satisfy certain structural properties. When teaching a basic course on the-
oretical computer science, there is a need for a large number of automata
theoretic exercises especially if each student should have exercises that are
unique for him or her. Even though there are many published exercises in
the numerous text books on the subject, they are likely to run out if the num-
ber of students on the courses reaches several hundreds. We would like to
generate a number of exercises that are not too easy or too difficult and that
are all roughly equally difficult.
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Figure 15: Solution of the Sokoban instance

Here we concentrate on the problem of determinising a finite automa-
ton. In practice, we want to generate a number of non-deterministic finite
automata M such that determinising them leads to interesting deterministic
automata. We are interested in the following parameters of automata:

• n — the number of states in the NFA;

• mind, maxd — the minimum and the maximum number of states in a
corresponding DFA;

• minf , maxf — the minimum and the maximum number of accepting
states in a corresponding DFA;

• minE, maxE — the minimum and the maximum number of edges in
the NFA;

• minσ — the minimum number of transitions in NFA for each symbol
of the alphabet Σ;

• minε, maxε — the minimum and the maximum number of empty ε-
transitions in the NFA; and

• mina, maxa — the minimum and maximum number of states in the
NFA that have two or more transitions sharing the same input symbol.

In the first part of the program we nondeterministically generate a NFA.
We start by defining the states and the alphabet of the NFA. We will use
Σ = {a, b} as the alphabet.

nd-state(1)←; · · ·; nd-state(n)←
symbol(a)←; symbol(b)←;

nd-symbol(S)← symbol(S)

nd-symbol(ε)← .
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Next, we choose the sets of transitions and final states of the NFA:

{nd-transition(Q1, S,Q2)} ← nd-state(Q1), nd-state(Q2), nd-symbol(S)

{nd-final(Q)} ← nd-state(Q) .

The transitions of the NFA have to fullfill the given parameters:

okE ← minE ≤ {nd-transition(Q1, S,Q2) : nd-state(Q1)∧
nd-symbol(S) ∧ nd-state(Q2)} ≤ maxE

okε ← minε ≤ {nd-transition(Q1, ε, Q2) : nd-state(Q1)∧
nd-state(Q2)〉} ≤ maxε

oka ← mina ≤ {has-two(Q) : nd-state(Q)} ≤ maxa

has-two(Q1)← 2 ≤ {nd-transition(Q1, S,Q2) : nd-state(Q2)},
nd-symbol(S), nd-state(Q1)

okσ ← minσ ≤ {nd-transition(Q1, S,Q2) : nd-state(Q1)∧
nd-state(Q2)}, symbol(S)

← 1 ≤ {not okε, not oka, not okE, not okΣ, not okd} .

Additionally, we want to impose some sanity constraints for the NFA. Namely,
every state of the automaton should be reachable from the initial state, and
there should not states with no path to an accepting state.

reachable(1)←
reachable(Q2)← nd-transition(Q1, S,Q2), reachable(Q1),

nd-state(Q1), nd-state(Q2), symbol(S)

← nd-state(Q), not reachable(Q)

accepts(Q)← nd-final(Q), nd-state(Q)

accepts(Q1)← nd-transition(Q1, S,Q2), accepts(Q2),

nd-state(Q1), nd-state(Q2), symbol(S)

← nd-state(Q), not accepts(Q)

Finally, every symbol in alphabet should occur in the machine, no state
should have only a single ε-transition leading out from it, and there should
be no empty self-loops:

← {nd-transition(Q1, S,Q2) : nd-state(Q1) ∧ nd-state(Q2)} ≤ 0,

symbol(S)

← {nd-transition(Q1, ε, Q2) : nd-state(Q2)} ≤ 1,

{nd-transition(Q1, S,Q3) : nd-state(Q3) ∧ nd-symbol(S)} ≤ 0,

nd-state(Q1)

← nd-transition(Q, ε, Q), nd-state(Q) .

Next, we want to determinize the NFA that was generated by the above
rules. Each state of the DFA corresponds to a set of states of the NFA. Deter-
minizing an n-state NFA may result in a 2n state DFA so we will encode the
states of the DFA using n bit natural numbers. The idea is that if the ith bit
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of the DFA state q is true, then the state qi of the NFA belongs to the state
set of q. We model this relation using the predicate in(Qn, Qd) that is true
exactly when qn ∈ qd. The state predicates are defined explicitly by the set of
facts:

{in(i, j)←| the jth bit of i is 1} ∪ {d-state(i)← i ∈ [0, 2n − 1]}

When we create the states of the DFA, we have to compute the ε-closures of
the states of the NFA:

closure(Q,Q)← nd-state(Q)

closure(Q1, Q2)← nd-transition(Q1, ε, Q2), nd-state(Q1), nd-state(Q2)

closure(Q1, Q3)← nd-transition(Q2, ε, Q3), closure(Q1, Q2),

nd-state(Q1), nd-state(Q2), nd-state(Q3) .

The initial state of the DFA contains the whole ε-closure of the initial state
of the NFA and nothing more. Here the definition is simpler if we use two
auxiliary predicates: not-initial/1 to denote the DFA states that contain NFA
states that do not belong to the ε-closure of the initial state and impossible/1
to denote the DFA states that are not ε-closed:

d-initial(Q)← d-state(Q), in-state(1, Q),

not impossible(Q),

not not-initial(Q)

not-initial(Q)← in-state(N, Q), not closure(1, N)

impossible(Q)← in-state(N1, Q), not in-state(N2, Q), closure(N1, N2),

d-state(Q), nd-state(N1), nd-state(N2) .

There is a transition from a ε-closed DFA state qi to qj with symbol a if
qj contains the ε-closure of all states q′ such that there is a NFA transition
(qi, a, q′) ∈ ∆. The simplest way to define this relation with rules is via its
complement; assume by default that all transitions are possible, but remove
all incorrect transitions:

d-transition(Q1, S,Q2)← not impossible(Q2), not wrong(Q1, S,Q2)

d-state(Q1), d-state(Q2), symbol(S),

d-reachable(Q1) .

The predicate d-reachable/1 is used to simplify the resulting DFA by re-
moving all unreachable states and their transitions from it. The predicate
wrong/3 is defined as follows:

wrong(Q1, S,Q2)← in-state(N1, Q1), not in-state(N2, Q2),

nd-transition(N1, S,N2), symbol(S)

wrong(Q1, S,Q2)← in-state(N, Q2), not has-transition(Q1, S,N),

d-state(Q1), symbol(S)

The predicate has-transition(Q1, S,N) encodes the fact that there is some
way to reach from some state belonging in Q1 to the NFA state N while
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Figure 16: A NFA and the corresponding DFA

reading the symbol S from input:

has-transition(Q,S, N2)← in-state(N1, Q), nd-transition(N1, S,N2),

nd-state(N2), symbol(S)

has-transition(Q,S, N2)← has-transition(Q,S, N1), closure(N1, N2),

q-state(Q), symbol(S),

nd-state(N1), nd-state(N2) .

We find the set of reachable DFA states by computing the transitive closure
of the transition function:

d-reachable(Q)← d-initial(Q), d-state(Q)

d-reachable(Q2)← d-transition(Q1, S,Q2), d-state(Q1),

d-state(Q2), symbol(S) .

Finally, a DFA state is accepting if some NFA state belonging to it is:

d-final(Q)← d-reachable(Q), in-state(N, Q), nd-final(N) .

Finally, we want to ensure that the resulting DFA has a correct number of
states:

okd ← mind ≤ {d-reachable(Q) : d-state(Q)} ≤ maxd

okf ← minf ≤ {d-final(Q) : d-state(Q)} ≤ maxf

← 1 ≤ {not okd, not okf} .

As the size of the ground instantiation of the program is always exponen-
tial to the number of states in the NFA and computing a stable model is NP-
complete with respect to size of the instantiation, we can expect it to handle
only small problem instances. In practice, this is not a severe restriction since
at least the first exercises on a basic course should be quite small.

The Figure 16 shows a NFA and the corresponding DFA created with the
program. The parameters were:

n = 4 minσ = 2 mind = 7 maxd = 9
minE = 6 maxE = 20 minf = 2 maxf = 3
minε = 2 maxε = 3 mina = 2 maxa = 4 .
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11 CONCLUSIONS AND FUTURE WORK

In this work we defined the stable model semantics for cardinality constraint
programs. The semantics of a program is defined with respect to a data
model. The basic idea is that all rules with variables are replaced by their
ground instantiations. The instantiation is done in two steps: first the global
variables in a rule are instantiated, and then the local variables that occur in
literal sets are expanded.

We also defined ω-restricted programs that allow a programmer to define
the data model using inference rules. The basic idea is to construct a hier-
archy of predicate symbols occurring in the program so that more complex
data predicates are defined in terms of simpler predicates. The ω-restricted
programs have the property that they stay decidable even if function sym-
bols are allowed. The ω-restricted programs have been implemented in the
SMODELS system.

We gave a framework for extending the stable model semantics for dif-
ferent types of constraint literals and as an example defined four different
semantics: cardinality constraints with variables in bounds, weight constraint
literals, classical negation, and partial model semantics.

We showed how some of these semantics can be implemented using stan-
dard cardinality constraint rules and also showed how the ordered disjunction
semantics can be implemented using a dual-program construction.

We analyzed the computational complexity and found that in the general
case ω-restricted programs are 2-NEXP-complete, and NEXP-complete if
function symbols are not allowed.

Finally, we presented a few implementation details of the SMODELS sys-
tem as well as three larger programming examples where ω-restricted pro-
grams were used to solve practical problems.

11.1 Future Work

This work leaves room for further work on several different areas of cardinality
constraint programs. For example, the formal definitions for data models
presented in Section 4 are complex and it may be possible to find a simpler
way to explain the necessary concepts.

Another interesting area is identifying and analyzing different data models
that define different types of built-in functions and predicates. For example,
the SMODELS system contains built-in range definitions of the form

d(1 . . n)←

where n may be any term evaluating to an integer. This rule defines the set
of n + 1 facts:

{d(i)←| 1 ≤ i ≤ n} .

It is clear that range definitions cause significant increase in computational
complexity but it is not at all clear how difficult the resulting programs are to
solve.

One further possible area of research is to investigate different kinds of
constraint literals. In some cases we might want to compute aggregates like
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averages, minima, and maxima of some arguments of a set of literals. For
example, if we model the behavior of some shopping agent we might want
to know if the highest-priced item on our shopping list costs more than some
predetermined limit. We could express that using syntax like:

expensive← max(M, 2) {buy(X,P ) : price(P) ∧ in-list(X)},
limit(L), M > L

where max(M, 2) denotes that M should get the maximum value occurring
in the second argument of the literals in the set.

A fourth avenue of research is to provide translations from various logic
programming semantics into cardinality constraint programs. This provides
a method for quick prototyping logic program implementations. Cardinality
constraint programs are quite expressive and you often can create translations
along the line of those presented in Section 7 that can easily implemented
and so the properties of the different semantics can be examined without
having to create a complete implementation from the scratch.

In conclusion, we see that the subject of cardinality constraints and similar
constructs still contains many topics suitable for future research.
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A SOURCE CODE FOR EXAMPLE PROGRAMS

Here we give the complete smodels source codes for the example problems
of Section 10.

A.1 Planning Puzzle

pair(1..p).
time(1..t).
place(left; right; island).
sex(woman; man).
person(S, P) :- sex(S), pair(P).

{ row(S, P, I) } :-
at(From, S, P, I),
boat(From, I),
time(I),
place(From),
person(S, P).

{ boat(L, I) : place(L) } :- time(I).
boat(right, t+1).

at(To, S, P, I+1) :-
row(S, P, I),
boat(To, I+1),
time(I),
place(To),
person(S, P).

at(X, S, P, I+1) :-
at(X, S, P, I),
not row(S, P, I),
time(I),
place(X),
person(S, P).

:- 2 { boat(X, I) : place(X) }, time(I).
:- { boat(X, I) : place(X) } 0, time(I).
:- boat(X, I), boat(X, I+1), place(X), time(I).
:- 3 { row(S, P, I) : person(S, P) }, time(I).
:- { row(S, P, I) : person(S, P) } 0, time(I).

:- at(X, woman, P_1, I),
not at(X, man, P_1, I),
at(X, man, P_2, I),
pair(P_1 ; P_2), P_1 != P_2,
place(X), time(I).
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:- row(man, P_1, I),
not two_move(I),
not has_company(woman, P_2, I),
P_1 != P_2,
pair(P_1 ; P_2),
time(I).

two_move(I) :-
2 { row(S, P, I) : person(S, P) },
time(I).

has_company(woman, P_1, I) :-
1 { at(X, S, P, I) : person(S, P)

: P != P_1 },
at(X, woman, P_1, I),
pair(P_1),
place(X),
time(I).

at(left, S, P, 1) :- person(S, P).
:- 1 { not at(right, S, P, t+1)

: person(S, P) } .

A.2 Heavily Optimized Planning Puzzle

pair(1..p).
time(1..t).
place(left; right; island).
sex(woman; man).
person(S, P) :- sex(S), pair(P).

{ row(S, P, I) } :-
at(From, S, P, I),
boat(From, I),
time(I),
place(From),
person(S, P).

{ boat(L, I) : place(L) } :- time(I).
boat(right, t+1).

at(To, S, P, I+1) :-
row(S, P, I),
boat(To, I+1),
time(I),
place(To),
person(S, P).

at(X, S, P, I+1) :-
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at(X, S, P, I),
not row(S, P, I),
time(I),
place(X),
person(S, P).

:- 2 { boat(X, I) : place(X) }, time(I).
:- { boat(X, I) : place(X) } 0, time(I).
:- boat(X, I), boat(X, I+1), place(X), time(I).
:- 3 { row(S, P, I) : person(S, P) }, time(I).
:- { row(S, P, I) : person(S, P) } 0, time(I).

:- at(X, woman, P_1, I),
not at(X, man, P_1, I),
at(X, man, P_2, I),
pair(P_1 ; P_2), P_1 != P_2,
place(X), time(I).

:- row(man, P_1, I),
not two_move(I),
not has_company(woman, P_2, I),
P_1 != P_2,
pair(P_1 ; P_2),
time(I).

two_move(I) :-
2 { row(S, P, I) : person(S, P) },
time(I).

has_company(woman, P_1, I) :-
1 { at(X, S, P, I) : person(S, P)

: P != P_1 },
at(X, woman, P_1, I),
pair(P_1),
place(X),
time(I).

at(left, S, P, 1) :- person(S, P).

:- 1 { not at(right, S, P, t+1)
: person(S, P) }.

%% Optimizations
% No identical moves:
id_move(I) :-

row(S, P_1, I),
row(S, P_2, I),
row(S, P_1, I+1),
row(S, P_2, I+1),
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time(I), I < t,
sex(S),
pair(P_1; P_2), P_1 < P_2.

id_move(I) :-
row(S_1, P, I),
row(S_2, P, I),
row(S_1, P, I+1),
row(S_2, P, I+1),
time(I), I < t,
sex(S_1 ; S_2), S_1 < S_2,
pair(P).

id_move(I) :-
row(S, P, I),
row(S, P, I+1),
not two_move(I),
not two_move(I+1),
time(I), I < t,
person(S, P).

:- id_move(I), time(I), I < t.

:- row(woman, P_1, I),
row(man, P_2, I),
pair(P_1 ; P_2), P_1 != P_2,
time(I).

equivalent(P_1, P_2, I) :-
at(L_1, S_1, P_1, I),
at(L_1, S_1, P_2, I),
at(L_2, S_2, P_1, I),
at(L_2, S_2, P_2, I),
pair(P_1 ; P_2), P_1 < P_2,
sex(S_1 ; S_2), S_1 < S_2,
place(L_1 ; L_2),
time(I).

:- equivalent(P_1, P_2, I),
row(S, P_2, I),
not row(S, P_1, I),
pair(P_1 ; P_2), P_1 < P_2,
sex(S),
time(I).

A.3 Sokoban

time(1..n).
direction( north ; east ; west ; south).
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% We only try to move to places from where there
% is a route to a target location:
move_square(X, Y) :-

square(X, Y),
has_target_route(X, Y).

has_target_route(X, Y) :-
target_square(X, Y).

has_target_route(X, Y) :-
square(X, Y ; X+1, Y; X-1, Y),
has_target_route(X+1, Y).

has_target_route(X, Y) :-
square(X, Y ; X-1, Y; X+1, Y),
has_target_route(X-1, Y).

has_target_route(X, Y) :-
square(X, Y ; X, Y+1; X, Y-1),
has_target_route(X, Y+1).

has_target_route(X, Y) :-
square(X, Y ; X, Y+1; X, Y-1),
has_target_route(X, Y-1).

% A box may be pushed if it can be pushed:
{ push(X, Y, Dir, I) } :-

can_push(X, Y, Dir, I),
has_box(X, Y, I),
has_neighbor(X, Y, Dir),
possible_box(X, Y, I),
time(I).

% No two boxs may be pushed at one time
:- 2 { push(X, Y, Dir, I) : move_square(X, Y)

: direction(Dir) },
time(I).

% A box ends where it is pushed to
has_box(X, Y, I+1) :-

move_to(X, Y, I),
move_square(X, Y),
time(I).

% A box moves away when pushed
-has_box(X, Y, I+1) :-

push(X, Y, Dir, I),
time(I),
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has_neighbor(X, Y, Dir).

% A box stays at a place if not pushed
has_box(X, Y, I+1) :-

not -has_box(X, Y, I+1),
has_box(X, Y, I),
time(I),
move_square(X, Y).

% A box ends to exactly one position
% along the push direction
1 {move_to(X_2, Y_2, I)

: same_segment(X_1, Y_1, X_2, Y_2, Dir)} 1 :-
push(X_1, Y_1, Dir, I),
has_neighbor(X_1, Y_1, Dir),
time(I), I < n.

% A box may not be pushed over another
:- has_box(X_2, Y_2, I),

push(X_1, Y_1, Dir, I),
move_to(X_3, Y_3, I),
time(I),
same_segment(X_1, Y_1, X_2, Y_2, Dir),
same_segment(X_2, Y_2, X_3, Y_3, Dir).

% A box may not be pushed onto another
:- has_box(X, Y, I),

move_to(X, Y, I),
move_square(X, Y),
time(I).

% This predicate is used in optimizings
push_dir(Dir, I) :-

push(X, Y, Dir, I),
has_neighbor(X, Y, Dir),
time(I).

% After pushing, sokoban is "at" the point
% where the moved box was
at(X, Y, I+1) :-

push(X, Y, Dir, I),
move_square(X, Y),
has_neighbor(X, Y, Dir),
time(I).

% A box can be pushed in a direction if the
% worker can reach it and there is space
% immediately in front of it.
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can_push(X, Y, east, I) :-
has_box(X, Y, I),
move_square(X, Y ; X+1, Y),
square(X-1, Y),
not has_box(X-1, Y, I),
not has_box(X+1, Y, I),
reachable(X-1, Y, I),
possible_box(X, Y, I),
time(I).

can_push(X, Y, west, I) :-
has_box(X, Y, I),
move_square(X, Y ; X-1, Y ),
square(X+1, Y),
possible_box(X, Y, I),
not has_box(X-1, Y, I),
not has_box(X+1, Y, I),
reachable(X+1, Y, I),
time(I).

can_push(X, Y, north, I) :-
has_box(X, Y, I),
square(X, Y-1),
possible_box(X, Y, I),
move_square(X, Y ; X, Y +1),
not has_box(X, Y-1, I),
not has_box(X, Y+1, I),
reachable(X, Y-1, I),
time(I).

can_push(X, Y, south, I) :-
has_box(X, Y, I),
move_square(X, Y-1 ; X, Y),
not has_box(X, Y-1, I),
not has_box(X, Y+1, I),
square(X, Y +1),
possible_box(X, Y, I),
reachable(X, Y+1, I),
time(I).

% The worker can reach all places that are not
% blocked.
reachable(X, Y, I) :-

square(X, Y),
time(I),
at(X, Y, I).

reachable(X+1, Y, I) :-
square(X, Y ; X+1, Y),
time(I),
reachable(X, Y, I),
not has_box(X+1, Y, I).

reachable(X-1, Y, I) :-
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square(X, Y ; X-1, Y),
time(I),
reachable(X, Y, I),
not has_box(X-1, Y, I).

reachable(X, Y+1, I) :-
square(X, Y ; X, Y+1),
time(I),
reachable(X, Y, I),
not has_box(X, Y+1, I).

reachable(X, Y-1, I) :-
square(X, Y ; X, Y-1),
time(I),
reachable(X, Y, I),
not has_box(X, Y-1, I).

% The initial situation:
at(X, Y, 1) :-

initial_at(X, Y).
has_box(X, Y, 1) :-

initial_box(X, Y).

% When squares have neighbors:
has_neighbor(X, Y, east) :-

move_square(X, Y ; X +1, Y).
has_neighbor(X, Y, west) :-

move_square(X, Y ; X -1, Y).
has_neighbor(X, Y, north) :-

move_square(X, Y ; X, Y+1).
has_neighbor(X, Y, south) :-

move_square(X, Y ; X, Y-1).

% Find out the segments of the level
same_segment(X, Y, X+1, Y, east) :-

move_square(X, Y),
move_square(X, Y).

same_segment(X, Y, X-1, Y, west) :-
move_square(X, Y),
move_square(X-1, Y).

same_segment(X, Y, X, Y+1, north) :-
move_square(X, Y),
move_square(X, Y+1).

same_segment(X, Y, X, Y-1, south) :-
move_square(X, Y),
move_square(X, Y-1).

same_segment(X_1, Y, X_2+1, Y, east) :-
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same_segment(X_1, Y, X_2, Y, east),
move_square(X_1, Y; X_2, Y; X_2+1, Y).

same_segment(X_1, Y, X_2-1, Y, west) :-
same_segment(X_1, Y, X_2, Y, west),
move_square(X_1, Y; X_2, Y; X_2-1, Y).

same_segment(X, Y_1, X, Y_2+1, north) :-
same_segment(X, Y_1, X, Y_2, north),
move_square(X, Y_1; X, Y_2; X, Y_2+1).

same_segment(X, Y_1, X, Y_2-1, south) :-
same_segment(X, Y_1, X, Y_2, south),
move_square(X, Y_1; X, Y_2; X, Y_2-1).

%%% Constraints pruning out the search space:
% The final move has to be to a target square:
1 { move_to(X_2, Y_2, n)

: same_segment(X_1, Y_1, X_2, Y_2, Dir) :
target_square(X_2, Y_2) } 1 :-
push(X_1, Y_1, Dir, n),
has_neighbor(X_1, Y_1, Dir).

% A box may not be pushed twice to the same
% direction:

:- push_dir(Dir, I),
move_to(X, Y, I),
push(X, Y, Dir, I +1),
has_neighbor(X, Y, Dir),
time(I).

% no immediate undoing of a move, if the worker
% could reach the other side of the box before

:- push(X, Y, west, I),
push_dir(east, I),
move_to(X, Y, I+1),
time(I), I < n,
has_neighbor(X, Y, west),
reachable(X-2, Y, I).

:- push(X, Y, east, I),
move_to(X, Y, I+1),
push_dir(west, I),
time(I), I < n,
has_neighbor(X, Y, east),
reachable(X+2, Y, I).

:- push(X, Y, north, I),
push_dir(south, I),
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move_to(X, Y, I+1),
time(I), I < n,
has_neighbor(X, Y, north),
reachable(X, Y+2, I).

:- push(X, Y, south, I),
push_dir(north, I),
move_to(X, Y, I+1),
time(I), I < n,
has_neighbor(X, Y, north),
reachable(X, Y-2, I).

% Check if goal is reached:
goal(I) :- { not has_box(X, Y, I)

: target_square(X, Y) } 0,
time(I).

% Do not push after goal is reached:
:- 1 { move_to(X, Y, I) : move_square(X, Y) },

time(I),
goal(I).

% Treat first two moves special because we know
% what moves are possible:
possible_box(X, Y, 1) :-

initial_box(X, Y).

possible_box(X_2, Y_2, 2) :-
same_segment(X_1, Y_1, X_2, Y_2, Dir),
move_square(X_2, Y_2),
initial_box(X_1, Y_1).

possible_box(X, Y, 2) :-
initial_box(X, Y).

possible_box(X, Y, I) :-
time(I), I >= 3,
move_square(X, Y).

% Don’t push two boxes adjacent each other along
% the edge.
edge_pair(X, Y, X+1, Y) :-

move_square(X, Y ; X+1, Y),
not target_square(X, Y),
not target_square(X+1, Y),
not square(X, Y-1),
not square(X+1, Y-1).

edge_pair(X, Y, X+1, Y) :-
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move_square(X, Y ; X+1, Y),
not target_square(X, Y),
not target_square(X+1, Y),
not square(X, Y-1),
not square(X+1, Y+1).

edge_pair(X, Y, X+1, Y) :-
move_square(X, Y ; X+1, Y),
not target_square(X, Y),
not target_square(X+1, Y),
not square(X+1, Y-1),
not square(X, Y+1).

edge_pair(X, Y, X+1, Y) :-
move_square(X, Y ; X+1, Y),
not target_square(X, Y),
not target_square(X+1, Y),
not square(X, Y+1),
not square(X+1, Y+1).

edge_pair(X, Y, X, Y+1) :-
move_square(X, Y ; X, Y+1),
not target_square(X, Y),
not target_square(X, Y+1),
not square(X-1, Y),
not square(X-1, Y+1).

edge_pair(X, Y, X, Y+1) :-
move_square(X, Y ; X, Y+1),
not target_square(X, Y),
not target_square(X, Y+1),
not square(X+1, Y),
not square(X-1, Y+1).

edge_pair(X, Y, X, Y+1) :-
move_square(X, Y ; X, Y+1),
not target_square(X, Y),
not target_square(X, Y+1),
not square(X-1, Y),
not square(X+1, Y+1).

edge_pair(X, Y, X, Y+1) :-
move_square(X, Y ; X, Y+1),
not target_square(X, Y),
not target_square(X, Y+1),
not square(X+1, Y),
not square(X+1, Y+1).

A SOURCE CODE FOR EXAMPLE PROGRAMS 113



:- edge_pair(X_1, Y_1, X_2, Y_2),
time(I),
has_box(X_1, Y_1, I),
has_box(X_2, Y_2, I).

% Don’t push three boxes into a L-turn:
l_turn(X,Y, X+1, Y, X+1, Y+1) :-

move_square(X, Y ; X+1, Y ; X+1, Y+1),
not square(X+1, Y).

l_turn(X,Y, X+1, Y, X+1, Y-1) :-
move_square(X, Y ; X+1, Y ; X+1, Y-1),
not square(X, Y-1).

l_turn(X, Y, X, Y+1, X+1, Y+1) :-
move_square(X, Y ; X, Y+1 ; X+1, Y+1),
not square(X+1, Y).

l_turn(X, Y, X, Y+1, X+1, Y) :-
move_square(X, Y ; X, Y+1 ; X+1, Y),
not square(X+1, Y+1).

:- { target_square(X_1, Y_1),
target_square(X_2, Y_2),
target_square(X_3, Y_3) } 2,

l_turn(X_1, Y_1, X_2, Y_2, X_3, Y_3),
time(I),
has_box(X_1, Y_1,I),
has_box(X_2, Y_2,I),
has_box(X_3, Y_3,I).

% Don’t form a 4-box square:
:- move_square(X, Y),

move_square(X+1,Y),
move_square(X+1, Y+1),
move_square(X, Y+1),
time(I),
not target_square(X, Y),
not target_square(X+1,Y),
not target_square(X+1, Y+1),
not target_square(X, Y+1),
has_box(X, Y, I),
has_box(X+1, Y, I),
has_box(X+1, Y+1, I),
has_box(X, Y+1, I).

% In the end, all target squares must have boxes:
compute { has_box(X, Y, n +1)

: target_square(X, Y) }.
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hide .
show reachable(X, Y, I).
show push(X, Y, Dir, I).
show move_to(X, Y, I).
show has_box(X, Y, I).
show at(X, Y, I).

A.4 Finite Automata Constructor

#option -dn -Wall

const n = 4. % number of NFA states
const min_d = 7. % minimum number of DFA states
const max_d = 9. % maximum number of DFA states
const min_f = 2. % minimum number of accepting

% DFA states
const max_f = 3. % maximum number of accepting

% DFA states
const min_E = 6. % minimum number of edges in NFA
const max_E = 20. % maximum number of edges in NFA
const min_e = 2. % minimum number of empty edges

% in NFA
const max_e = 3. % maximum number of empty edges

% in NFA
const min_s = 3. % The minimum number of

% transitions per symbol
const min_a = 2. % minimum number of states

% having conflicting transitions
const max_a = 4. % maximum number of states

% having conflicting transit-
% ions

nd_state(1..n).
symbol(a ; b).
nd_symbol(X) :- symbol(X).
nd_symbol(_e_).

% NFA generation
{ nd_transition(Q_1, S, Q_2) } :-

nd_state(Q_1 ; Q_2),
nd_symbol(S).

{ nd_final(Q) : nd_state(Q) }.

ok_E :- min_E { nd_transition(Q_1, S, Q_2)
: nd_state(Q_1 ; Q_2)
: nd_symbol(S) } max_E.
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ok_e :- min_e { nd_transition(Q_1, _e_, Q_2)
: nd_state(Q_1 ;Q_2) } max_e.

ok_a :- min_a { has_two(Q) : nd_state(Q)} max_a.

has_two(Q_1) :-
2 { nd_transition(Q_1, S, Q_2)

: nd_state(Q_2) },
nd_symbol(S),
nd_state(Q_1).

% If only empty transitions leave from a state,
% there has to be at least two of them.

:- { nd_transition(Q_1, _e_, Q_2)
: nd_state(Q_2) } 1,

{ nd_transition(Q_1, S, Q_3) : nd_state(Q_3)
: symbol(S) } 0,

nd_state(Q_1).

:- 1 { not ok_e, not ok_E, not ok_a }.

nd_reachable(1).
nd_reachable(Q_2) :-

nd_reachable(Q_1),
nd_transition(Q_1, S, Q_2),
nd_state(Q_1; Q_2),
Q_1 != Q_2,
nd_symbol(S).

:- nd_state(Q), not nd_reachable(Q).

nd_accepts(Q) :- nd_final(Q), nd_state(Q).
nd_accepts(Q_1) :-

nd_accepts(Q_2),
nd_transition(Q_1, S, Q_2),
nd_state(Q_1; Q_2),
Q_1 != Q_2,
nd_symbol(S).

:- nd_state(Q), not nd_accepts(Q).

:- { nd_transition(Q_1, S, Q_2)
: nd_state(Q_1; Q_2) } min_s - 1,

symbol(S).

:- nd_transition(Q, _e_, Q), nd_state(Q).

% Determinisation
in(4,15). in(4,12). in(3,7).
In(3,15). in(3,12). in(2,7).

116 A SOURCE CODE FOR EXAMPLE PROGRAMS



in(2,15). in(4,11). in(1,7).
in(1,15). in(2,11). in(3,6).
in(4,14). in(1,11). in(2,6).
in(3,14). in(4,10). in(3,5).
in(2,14). in(2,10). in(1,5).
in(4,13). in(4,9). in(3,4).
in(3,13). in(1,9). in(2,3).
in(1,13). in(4,8). in(1,3).
in(2,2). in(1,1).
d_state(0 .. 15).

closure(Q, Q) :- nd_state(Q).
closure(Q_1, Q_2) :-

nd_state(Q_1 ; Q_2),
Q_1 != Q_2,
nd_transition(Q_1, _e_, Q_2).

closure(Q_1, Q_3) :-
nd_transition(Q_2, _e_, Q_3),
closure(Q_1, Q_2), Q_1 != Q_2,
Q_2 != Q_3, Q_1 != Q_3,
nd_state(Q_1 ; Q_2 ; Q_3).

impossible(Q) :-
d_state(Q),
in(N_1, Q),
closure(N_1, N_2),
not in(N_2, Q),
nd_state(N_2), N_2 != N_1.

d_initial(Q) :-
d_state(Q),
in(1, Q),
not impossible(Q),
not not_initial(Q).

not_initial(Q) :-
in(N, Q),
not closure(1, N).

d_transition(Q_1, S, Q_2) :-
d_reachable(Q_1),
not impossible(Q_2),
not wrong(Q_1, S, Q_2),
d_state(Q_1; Q_2),
symbol(S).

wrong(Q_1, S, Q_2) :-
in(N_1, Q_1),
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not in(N_2, Q_2),
d_state(Q_2),
nd_state(N_2),
nd_transition(N_1, S, N_2),
symbol(S).

wrong(Q_1, S, Q_2) :-
in(N, Q_2),
not has_transition(Q_1, S, N),
d_state(Q_1), symbol(S).

has_transition(Q_1, S, N_2) :-
in(N_1, Q_1),
nd_transition(N_1, S, N_2),
nd_state(N_2),
symbol(S).

has_transition(Q_1, S, N_2) :-
has_transition(Q_1, S, N_1),
closure(N_1, N_2),
d_state(Q_1), symbol(S), nd_state(N_1; N_2).

d_reachable(Q) :- d_initial(Q), d_state(Q).
d_reachable(Q_2) :-

d_transition(Q_1, S, Q_2),
d_reachable(Q_1),
d_state(Q_1 ; Q_2), Q_1 != Q_2,
symbol(S).

d_final(Q) :-
d_reachable(Q),
in(N, Q),
nd_final(N).

ok_d :- min_d { d_reachable(Q) : d_state(Q) } max_d.
ok_f :- min_f { d_final(Q) : d_state(Q) } max_f.

:- 1 { not ok_d, not ok_f }.

compute 0 { }.
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