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ABSTRACT: We generalize the classic explicit state emptiness checking al-
gorithm for Biichi word automata (the “nested depth-first search”) into Biichi
automata with multiple acceptance conditions. Bypassing an explicit accep-
tance condition reduction improves the algorithm’s worst case memory re-
quirements. The generalized algorithm handles multiple unconditional and
weak fairness constraints directly and is compatible with well-known proba-
bilistic explicit state model checking techniques.

KEYWORDS: Model checking, Biichi automata emptiness checking, nested
depth-first search
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1 INTRODUCTION

1

The automata-theoretic verification framework [23] provides a powerful ap-
proach to the correctness analysis of finite-state reactive and concurrent sys-
tems, by, for example, capturing the expressive power of many temporal log-
ics used for the specification of correctness requirements. In this framework,
both the system and its correctness requirements are expressed as finite au-
tomata on infinite objects, such as Biichi word automata: finite automata
operating on infinite strings, the acceptance of which is determined by a set
of states that the automaton should visit infinitely often while processing a
string. In some applications this set of accepting states is generalized into a
family of accepting state sets such that a string is accepted only if the basic
acceptance condition holds separately for each individual set in the family.
For example, multiple acceptance conditions may arise in temporal logic
model checking, where the correctness requirements are translated automat-
ically into Biichi automata from some other formalism such as a linear time
temporal logic formula [10].

Interpreted itself as an automaton, the (reachable) state space of the for-
mal model of the system under investigation encodes a set of infinite strings
corresponding to the computation paths that exist in the system. The correct-
ness specification is represented as an automaton that recognizes a collec-
tion of undesirable computation paths violating the specification. Checking
whether the system meets the correctness specification is done by taking the
synchronous product of all concurrent system components with the specifi-
cation automaton (see, for example, [5]) and testing whether the set of strings
recognized by the resulting automaton, which accepts a string if and only if
the system violates the specification, is empty.

The nonemptiness of a generalized Biichi automaton is equivalent to the
existence of a cycle of states (reachable from an initial state of the automa-
ton) that intersects all sets of accepting states. Although this can be decided
with the help of basic graph algorithms, such as Tarjan’s algorithm [22], the
unavoidable state explosion problem has forced the development of more
memory-efficient emptiness checking algorithms. In the special case of an
automaton with only a single set of accepting states, a well-known alterna-
tive is to use the nested depth-first search algorithm [5] or one of its vari-
ants [11, 17, 6, 2], all of which implement the emptiness check as two in-
terleaved depth-first traversals of a product structure constructed on-the-fly
from the system components and the specification automaton. Multiple ac-
ceptance conditions are usually handled by transforming the specification
automaton into an equivalent automaton with only a single acceptance con-
dition [3, 5] before invoking the nested depth-first search algorithm. How-
ever, an explicit automaton transformation results in a linear worst case blow-
up (in the number of acceptance conditions) in the size of the automaton.
When aiming for extreme memory-efficiency, even this linear blow-up can
have a nonnegligible impact on the memory requirements when composing
the specification automaton with the concurrent system components (the
product of which can be exponential in the number of components), for ex-
ample, in a conventional hash table based implementation in which each
product state descriptor consumes the same fixed amount of memory.
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This paper presents a generalization of the basic nested depth-first search
emptiness checking algorithm into Biichi automata with multiple accep-
tance conditions. By avoiding the blow-up caused by acceptance condi-
tion reduction, the generalized version of the algorithm allows a slight im-
provement in the algorithm’s minimum worst case memory requirements.
The generalized algorithm is compatible with well-known improvements to
explicit state model checking such as probabilistic model checking tech-
niques [15, 25, 21]. The generalized algorithm can also readily handle un-
conditional and weak fairness assumptions (see, for example, [9]) attached di-
rectly to the concurrent system components [ 1] without increasing the com-
plexity of the specification automaton.

2 PRELIMINARIES

2.1 Defin

2 2

This section reviews the definition of generalized Biichi automata and the
classic automata conversion used for handling generalized acceptance con-
ditions, together with an example to illustrate why avoiding the conversion
may be desirable in practice.

itions

A (nondeterministic) generalized Biichi automaton is a tuple
(3,Q, A, qr, F), where ¥ is a finite nonempty set called the alphabet, @Q is
the finite set of states, A C ) x X x Q) is the transition relation, q; € @) is the
initial state, and F C 2 is the set of (generalized) acceptance conditions.

Let A = (£,Q,A,q1,F) be a generalized Biichi automaton. If
(¢,0,9") € A holds for some o € 3, we call ¢ an immediate successor
of ¢ (denoted by ¢ — ¢’). A path in the automaton is a sequence of states
r = (q;)~, (n € NU{w}) such that, foralli > 1 (andi < nifn < w), gi41 is
an immediate successor of g;. Ilf n > 2, the path is nontrivial. If x = (¢;)?, is
a finite path in A, we say that g, is reachable from ¢; (via z) in A (denoted by
@1 —* ¢n). When z is nontrivial, we occasionally use the notation ¢; —7 ¢,
for reachability to emphasize this property.

Let  be a path in A. If n < w, x fulfills the acceptance condition F' € F
iff ¢; € F holds for some 1 <i < n. If n = w, define the set inf(z) = {q €
Q| Vi>1:35 >i:q; =q} of states occurring infinitely many times in z.
In this case we say that the path z fulfills the acceptance condition F' € F iff
inf(z) N F # 0.

An (infinite) word over the alphabet ¥ is a sequence of symbols w =
(0:)¢_,, where 0; € ¥ holds for all ¢ > 1. A run of A over w is an infinite
path r = (¢;)¥_; in the automaton such that ¢; = ¢; and (¢;, 04, ¢i11) € A
holds for all ¢ > 1. We say that r is accepting iff r fulfills all acceptance
conditions F' € F. If A has an accepting run over an infinite word w, we say
that A accepts w. The set of infinite words accepted by the automaton A is
called the language recognized by A. A is empty iff the language recognized
by it is empty.

PRELIMINARIES



2.2 Acceptance Condition Reduction

2

Any generalized Biichi automaton can be transformed into an automaton
that recognizes the same language as the original automaton but uses only
a single acceptance condition. For example, the well-known construction
of [5] transforms an automaton A = (X,Q, A, q;, F) with state set Q =
{¢1,q2,---,q.} (Where ¢ = ¢1) and a nonempty' set of generalized ac-
ceptance conditions F = {F1, Iy, ..., F,,} into another automaton A" =
(5@, A, g}, F), where Q' = (g} 202 & = UL, ({(gs0, 0> )|
(@,0,4;) € A, qi & Fi} U{(q6k)> 05 Q1+ (k mod |7))) | (G,0,45) € A, q; €
Fi}), a; = qaxy, and F' = {{qur) | @ € Fi}}, for some fixed 1 <k < m.

When applied to an automaton A with n states and m > 1 generalized
acceptance conditions, the transformation yields an automaton A" with nm
states and one acceptance condition such that A" and A recognize the same
language. The construction gives an O(nm) worst case lower bound for the
number of states in an automaton obtained by acceptance condition reduc-
tion. As shown in the following example, this lower bound is optimal, i.e., the
linear blow-up in the number of states in the automaton cannot be avoided
in the general case. (We explicate this well-known result in automata theory
only for illustration.)

Example. Let Y, denote a finite alphabet with n distinct symbols o, . .., o,
together with an extra symbol # different from each o;. For each n > 2,
define a set of infinite strings L,, over ¥,, characterized by the expression

Ln= (((U" 200)F#") 1 F# (UL, 00)#) oot (UL, 00)#™) os ™ - -

i#2 i#3

(U o)

i.e., the set of infinite strings built from (n + 1)-symbol “blocks” over %, each
of which consists of one of the symbols o; (1 < i < n) followed by exactly n
#’s, with the additional constraint that each o; has to occur in the resulting
string infinitely many times.

The set of strings L,, can be recognized by the 2n-state generalized Biichi
automaton A,, = (3, Qn, An, q}, Fn), where Q, = {q7,¢5,4%,...,45.},
af = g7, the transition relation A, — (UL {(q7 01, 7). (671 4 ea)
(U o L@ # 4 smoa 2y ) )5 and Fo = Uy {{af'}}. As a concrete
example, Fig. 2.2 (a) depicts the automaton As.

By the above construction, there exists a Biichi automaton with 2nm (with
m = |F,| = n) states and a single acceptance condition recognizing the
language L,,. Figure 2.2 (b) shows the result when the conversion is applied
to the automaton Aj. Although the result could be simplified, there is a lower
bound for the size of the automaton: we argue that any automaton (with a
single acceptance condition) that recognizes the same language always has
more than nm states.

Let A = (2,,Q,A,q;,{F}) be an automaton that recognizes L,, using
only one acceptance condition F', and letw € L,,. Thus, A accepts w, and
there exists an accepting run r of A on w and a state ¢ € F Ninf(r). Letu

"If F =0, A’ can be defined simply as A’ = (2, Q, A, q1,{Q}).
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Fig. 1: (a) Generalized Biichi automaton Aj;. (b) Automaton obtained from
A3 by acceptance condition reduction. States associated with different ac-
ceptance conditions are indicated by numbers in the double circles

be a finite prefix of w such that A reaches the state q after reading v in the
run r. Because q € inf(r), q is reachable from itself in the automaton via a
nontrivial path.

Consider any shortest nontrivial path from q to itself in the automaton,
and let v be the string composed of the successive transition labels occurring
on the path. It is clear that A accepts the string uv®. Because A recognizes
L, it follows that uv* € L,,. Hence each o; must occur at least once in v.
In the simplest case, each o; occurs in v exactly once, and v is of the form
#roo, 1y H# Tp)#" - O #"F for some 0 < k < n and some permutation
pof{l,...,n}. Clearly, v has n* + n > n* = nm symbols. Because v was
formed from the transition labels on a shortest path from q to itself, all states
occurring on the path between its endpoints are distinct. It follows that A has
Q(nm) states as argued. [ |

In practice, the acceptance condition reduction is traditionally done ei-
ther explicitly using methods similar to the construction presented in [5], or
implicitly with a counter while constructing the on-the-fly synchronous prod-
uct of the specification automaton with the system components. An explicit
reduction is usually further followed by simplification of the nongeneralized
automaton, for which several techniques have been proposed in the litera-
ture (see, for example, [7, 8, 14]). However, as shown by the above example,
the linear blow-up caused by the reduction cannot be always countered by
simplification. Thus, although the major cause of the state explosion admit-
tedly lies in the product of the system components, methods for bypassing the
acceptance condition reduction may still be of practical relevance for min-
imizing the total number of product states that need be explored (and thus
stored in memory) in the worst case: after all, the nested depth-first search al-
gorithm is always forced to perform an exhaustive search in the product space
whenever the product is empty (i.e., when the system satisfies the correctness
specification).

3 EMPTINESS CHECKING ALGORITHM

This section presents a new variant of the nested depth-first search algorithm.
This variant is directly applicable to Biichi automata with multiple accep-
tance conditions.

4 3 EMPTINESSCHECKINGALGORITHM



3.1 Outline

The generalized algorithm is shown in Fig. 2. For simplicity, we assume that
F # 0; otherwise the emptiness check reduces to the problem of finding
a reachable cycle in the automaton, in which case a nested search is not
needed.

As usual, the algorithm scans the (product) automaton using a depth-
first search that drives another interleaved search, which is started from the
states in the automaton in depth-first search post-order. The algorithm uses
a depth-first search stack path, and the processed set stores the states already
visited during the main depth-first search. Additionally, each state of the au-
tomaton has a label, which stores (partial) information on the acceptance
conditions fulfilled on some nontrivial path to that state in the automaton.
The nested search procedure propagates these labels forward in the automa-
ton starting from a given state (and is not necessarily bound to depth-first
search mode). Unlike the classic algorithm, the nested search of the gen-
eralized algorithm is not allowed to enter states not yet visited in the main
search.

The algorithm also uses a function hash: () — H that maps each state
g € @ to its hash value hash(g) chosen from a set of hash values H. If the
function is one-to-one, we say that the hash function is perfect. Lines 12—
14, 16 and 27-28 of the algorithm make the effect of hashing explicit (in a
practical implementation, the hashing is implicit in the tests for set or hash
table membership, and thus each of these loops reduces to a single hash table
operation).

The states in the path stack are always hashed perfectly such that any
changes made to the label of a state ¢ € path will not carry over to the
label of any state ¢’ € path \ {¢}. This is essential for the soundness of
the algorithm, and can be implemented in practice, for example, by using a
separate perfect hash table for the labels of the states currently in the path
stack. The purpose of lines 12-14 is to ensure a simple upper bound for
the running time of the algorithm by updating any changes made into the
label of the state from which the algorithm is about to backtrack back into
the (imperfect) hash table in an overapproximative way.

3.2 Complexity

We consider only the memory used for storing visited states and their labels,
since this information usually dominates the memory requirements of an
explicit state exploration algorithm. In a basic hash table based implementa-
tion, where each product state descriptor is stored into the table in its entirety,
the label of each state stored in the hash table consumes | F| bits of memory.
A straightforward implementation of the check for path stack membership
requires one additional bit of memory per state. If the states are inserted into
the hash table only as they are first entered during the main search, the pres-
ence of a state in the processed set can be inferred from its presence in the
hash table. The algorithm will thus require (at a minimum) n(s + |F| + 1)
bits of memory for the data in the hash table, where n is the number of states
in the automaton and s is the number of bits in each state descriptor. This
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Input: A Biichi automaton A = (X, Q, A, g7, F) with F # 0.
Output: “TRUE” (if hash is a perfect hash function, if and) only if A has an
accepting run and “FALSE" otherwise.

Initialize: label := [q1 — 0, ..., q)q| — 0]; path := 0; processed := (;

1 emptinessSearch((X, @, A, qr, F): Biichi automaton)
2 begin
3 path.push(qy);
4 while (path # 0) do begin
5 q := path.top();
6 while (3¢" € Q \ (path U processed) : ¢ — ¢') do begin
7 path.push(q’); labellq'] :=0; q :=¢;
8 end;
9 if (label[q] # 0) or (3F € F : ¢ € F) then begin
10 propagate((X, Q, A, qr,F), {q}, labell[qg U{F € F|qe F});
11 if (labellg] = F) then exit “TRUE";
12 L= Upre(qeq| hashtgn=hashigry label[q"];
13 for all ¢ € {q} U{q¢” € Q\ path | hash(¢”) = hash(¢)} do
14 labellq'] :=;
15 end;
16 processed := processed U {q" € Q | hash(¢') = hash(¢)};
17 path.pop();
18 end;
19 exit “FALSE";
20 end;
21 propagate((,Q, A, g7, F): Biichi automaton; states € 29;
labels_to_propagate € 27)
22 repeat
23 remove any state g from states;
24 while (3¢’'€ path U processed :
q — ¢, labels_to_propagate € label[q']) do begin
25 states := states U {q'};
26 label[q'] := label[q'] U labels_to_propagate;
27 for all ¢" € {G € Q\ path | hash(§) = hash(¢")} do
28 label[q"] := label[q"] U labels_to_propagate;
29 end

30 until (states = 0);

Fig. 2: Nested emptiness search algorithm for generalized Biichi automata

3 EMPTINESSCHECKINGALGORITHM



lower bound is less than or equal to the |F|n(s + 2) bits of memory required
by an efficient implementation of the basic nested depth-first search algo-
rithm [11] for all | F| > 1, when the worst case blow-up in the size of the
automaton caused by the reduction in the number of acceptance conditions
is taken into account. For example, with 40-bit state descriptors and three
generalized acceptance conditions, there is approximately a 65% reduction
in the minimum worst case memory requirements for the hash table.

Although similar reductions are obviously not to be expected with a more
sophisticated hash table implementation based on various shared storage
techniques [13, 24, 18], also these implementations may still benefit from
the generalized algorithm because of the reduction in the total worst case
number of states.

Clearly, the main depth-first search visits each state of the automaton at
most once, and thus the nested search is started from each state at most once.
Entering a state during the nested search always results in adding at least
one new acceptance condition to the label of the state. It follows that each
state of the automaton can be entered at most |F| times® over all nested
searches, and thus the algorithm has O(n|F|) running time complexity in
the number of visited states. Therefore, the generalized algorithm shares
its worst case running time complexity with the basic algorithm (taking the
worst case effects of acceptance condition reduction into account), assuming
that all hash table and set manipulation operations can be implemented in
constant time. (For the set manipulation operations, this constant depends
on the number of acceptance conditions |F|. However, its effect on the
running time can be reduced by implementing the operations as bit vector
primitives whenever possible, such as when |F| does not exceed the word
length of the underlying implementation architecture.)

3.3 Correctness

The basic correctness proof of the classic nested depth-first search algorithm
(see, for example, [4]) does not directly generalize into the current algorithm,
mainly due to the restriction concerning the set of states that may be entered
during a nested search. We thus present a full correctness proof of the gener-
alized algorithm here.

Notation. Let A = (X, Q, A, q7, F) be a Biichi automaton, and let ¢ € @
be a state in the automaton. We use the shorthand propagate(q) to denote
the nested depth-first search rooted at the state ¢ (i.e., the call at line 10 of
the algorithm). Additionally, let processed,, and path,, denote the contents of
the processed set and the path stack, respectively, at line 9 with ¢ € @ on top
of the path stack.

Lemma 1. Let ¢ € @ be the state on top of the path stack at line 9 of the
algorithm. Then, ¢’ —* q holds for all states q' € path,,.

Proof. The algorithm uses path as the depth-first search stack; the states in
the stack always form a path to the state currently on top of the stack. O

Resetting a label at line 7 can occur only if the state has not been entered previously
during a nested search. Clearly, this reset can occur only once per state.

3 EMPTINESSCHECKINGALGORITHM 7



Lemma 2. Let ¢ € Q be a state on top of the path stack at line 9 of the
algorithm, and let F € F be an acceptance condition. If F' € label|q]
already holds at this point, then the automaton contains a nontrivial path
from g to itselt such that the path fulills the acceptance condition F'.

Proof. Because label[q] was reset when ¢ was first entered (line 7)%, ¢ was still
in the path stack when label[q] was updated. Due to the special treatment of
the labels of the states in the path stack, there exists a state ¢’ # ¢ such that
F was added to label[q] during a nested search rooted at ¢’ from which the
state g is reachable via a nontrivial path in the automaton.

Since ¢’ was on top of the path stack when propagate(q’) was entered, it
follows by Lemma 1 that ¢’ is also reachable from ¢ in the automaton. Thus
the automaton contains a nontrivial path from ¢ to itself through the state ¢’

The result follows immediately if ¢’ € F. Otherwise, from the fact that
the set labels_to_propagate remains unchanged during the nested search,
we can conclude that F' € label[q'] was true at line 9 of the algorithm when
the algorithm was about to enter propagate(q’). (If this were not the case, F
could not have been added to label[g] during the nested search rooted at ¢/,
contrary to our assumption.)

By repeating the above reasoning for ¢/, we find a nontrivial path from ¢
to itself through another state ¢” # ¢/ (and ¢” # q) such that F' was added to
label[q'] during a nested search rooted at ¢ with ¢’ in the path stack.

We can thus construct a sequence of unique states in which every two
successive states are reachable from each other until we finally find a state
qr that belongs to the acceptance set F'. The existence of this state follows
from the finiteness of the automaton and from the fact that the algorithm will
not include F into the label of any state if F' = ().

Therefore, the automaton contains a nontrivial path ¢ — ¢ —* ¢’ —*

C = qp —* - =% ¢ —* ¢ =T g that fulfills the acceptance condition

F. U

The proof of Lemma 2 rests on the fact that the labels of the states in the
path stack change only if these states are actually reached during a nested
search. This is the reason why perfect hashing must be applied to the states
in the path stack. The following theorem establishes the soundness of the
algorithm.

Theorem 1. Let A = (X, Q, A, q1, F) (F # () be a Biichi automaton given
as input for the algorithm. If the algorithm exits with the value “TRUE”,
then the automaton contains a path from the initial state q; to a state ¢ € @
reachable from itself via a nontrivial path that fulfills all acceptance condi-
tions F' € F. Therefore, the infinite path gy —* ¢ =" ¢ —" ¢ —* ---isan
accepting run of the automaton, and thus the automaton is nonempty.

Proof. Assume that the algorithm exits with the value “TRUE”. Clearly, this
can occur only if label[q] = F holds at line 11 of the algorithm (with ¢ € @
on top of the path stack). Since q; € path,, is certainly true, there exists a
path from ¢; to ¢ in the automaton by Lemma 1.

*The explicit reset is required for soundness only when using imperfect state hashing.
(With perfect hashing, the label is guaranteed to be empty even without the reset operation.)

3 EMPTINESSCHECKINGALGORITHM



Let F' € F be an acceptance condition. If F' € label[q] was true already at
line 9 of the algorithm (with ¢ on top of the path stack), Lemma 2 proves the
existence of a path from ¢ to itself that fulfills the acceptance condition F.
Otherwise the algorithm added F' to label[g] during a nested search rooted at
q itself, which implies that ¢ € F' and that there exists a path from ¢ to itself
fulfilling F'. By repeating the consideration for all acceptance conditions, we
can construct a path from ¢ to itself that fulfills all acceptance conditions.
This proves the soundness of the algorithm. O

We now turn to the completeness of the algorithm. From now on we
therefore assume that the function hash used for state hashing is a perfect
hash function. In this case lines 12-14 and 27-28 of the algorithm (required
for simulating the effects of imperfect state hashing) become redundant and
can be removed without affecting the behavior of the algorithm, and line 16
can be simplified.

We begin by listing several additional basic properties of the algorithm.

Lemma 3. Let ¢ € Q) be a state in the automaton. If the algorithm proceeds
to line 9 with ¢ on top of the path stack, then

(a) the algorithm will never start a nested search from any state
q' € processed,;

(b) ifq" is an immediate successor of q, then q' € path, U processed,; and

(c) if there exists a state ¢' € path,, U processed,,, ¢ —* ¢, with an imme-
diate successor ¢" ¢ path,, U processed,, then ¢ € path,,.

Proof.

(a) The main depth-first search visits each state of the automaton at most
once. Since ¢' € processed,, the search has already backtracked from
¢’, and thus the algorithm cannot (re)start a nested search from ¢'.

(b) Immediate by the loop termination condition at line 6 of the algorithm.

(c) The case ¢’ = ¢ is impossible by (b). Assume that ¢" € processed,, i.e.,
the algorithm had already backtracked from ¢’. However, also this is
impossible by (b), since the algorithm would have had to proceed to
line 9 with ¢’ on top of the path stack at some previous point, which
would imply that ¢" € path,, U processed, C path, U processed,, a
contradiction. Thus, ¢" € path,,. O

The completeness proof is based on an invariant of the nested search
procedure. The invariant is stated using the following notion of p(g)-
reachability.

Definition. Let ¢ € @ be a state in the Biichi automaton. Assume that
the algorithm calls propagate(q) at line 10. We say that the state ¢’ € Q is
p(g)-reachable (from ¢) if and only if, at the beginning of propagate(q),

e there exists an integer n > 2 and states {q1,q2,...,¢n} C path, U
processed, such that g = q, ¢, = ¢/, ¢; — qix1 forall 1 <i < n, and

3 EMPTINESSCHECKINGALGORITHM 9



o {¢2.5,-- -, qur} N path, = 0.

(Thus, ¢ is p(q)-reachable if it is reachable from ¢ via a nontrivial path con-
tained in path, U processed,, such that the path does not intersect path,, be-
tween its endpoints.) [ |

Lemma 4. Let q be a state in the Biichi automaton, and let F' € F be an
acceptance condition such that ¢ € F or F' € label|g] holds at line 9 of
the algorithm with ¢ on top of the path stack. 'Then, the algorithm calls
propagate(q), and F € label|q'] holds for all p(q)-reachable states ¢’ after
the call returns.

Proof. We proceed by induction on the length of paths starting from the state
¢ in the automaton. The case for all immediate successors of g (which are
p(g)-reachable by Lemma 3 (b)) is clear from the operation of the nested
search.

Assume that the result holds for all p(g)-reachable states reachable from ¢
via a shortest path with exactly n (n > 2) states. Let ¢’ be a p(¢g)-reachable
state reachable from ¢ via a shortest path ¢1(=q) = ¢ — -+ — ¢, — ¢
with n + 1 states. Clearly, g, is p(¢)-reachable via a path with n states. There
are two cases:

1. The algorithm visits ¢,, during the nested search rooted at ¢q. Because ¢/
is an immediate successor of g,, and p(¢)-reachable, the nested search
guarantees that F' € label[¢’] will hold upon returning from
propagate(q).

2. gy, is not visited during the nested search. Since F' € label[q,] never-
theless holds after the call to propagate(q) (by the induction hypoth-
esis), F' must have been added to label[q,| during a previous nested
search rooted at some state § # ¢. Assume that F' was not included
in label]q'] when entering propagate(¢) and that this search did not
visit ¢’ (otherwise there is nothing to show). It follows that ¢ # g,
and ¢' ¢ path, U processed, and thus g, € path,; by Lemma 3 (c).
Therefore, the algorithm starts a nested search from ¢, after backtrack-
ing from ¢. On the other hand, because ¢’ is p(g)-reachable via the
path ¢1(= ¢) = 2 — -+ — ¢u — ¢/, it follows that ¢,, € processed,,.
By Lemma 3 (a), it now follows that the nested search from g, oc-
curs strictly between the calls to propagate(§) and propagate(q). Since
F € label|gy,] holds at the beginning of this search and because ¢ is
an immediate successor of g,, F' will be added into label|q'] during
propagate(g,) if it is not there already. Thus F' € label[q’] will hold
also upon returning from propagate(q). This completes the induc-
tion. U

We can now prove the completeness of the algorithm.

Theorem 2. Let A = (X,Q, A, q1, F) (F # ) be a Biichi automaton given
as input for the algorithm. If A has an accepting run, the algorithm exits with
the value “TRUE".
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Proof. Because the automaton has an accepting run, it contains a maximal
nontrivial strongly connected component (i.e., a maximal subset of states, all
of which are reachable from each other in the automaton via a nontrivial
path) reachable from the initial state ¢; such that the component intersects
all acceptance conditions.

Assume that the algorithm exits with the value "FALSE”. In this case the
main depth-first search will visit all states reachable from ¢;. Let C C @ be
the first component satisfying the above condition entered in the main search
with ¢ € C' as the first state of C' pushed on the path stack. By the choice of
g, the main search will not backtrack from ¢ until all states in C' have been
visited. Let F' € F be an acceptance condition, and let g € C' N F. The
algorithm will start a nested search from ¢ before backtracking from g.

If ¢ is p(gp)-reachable, F' € label[g] holds after the nested search by
Lemma 4. This applies especially to the case ¢r = ¢, since ¢ is certainly
p(g)-reachable from itself. Otherwise gr # ¢, and ¢ is not p(qr)-reachable.
Let z be any nontrivial path from g to ¢ in which no state occurs twice.
Clearly, any such path is also contained in C'. There are two cases:

e 1 isentirely contained in path, U processed,, . Because ¢ is not p(gr)-
reachable, however, x must intersect path,, strictly between its end-
points. The first such state occurring along « is p(¢gp)-reachable.

e 1 contains a state ¢’ with an immediate successor ¢” (in x) such that
all states occurring along x up to (and including) the state ¢’ belong to
path,, Uprocessed,,., but ¢" & path,, Uprocessed,, . By Lemma 3 (c),
it follows that ¢' € path,,. In addition, ¢" # gr by Lemma 3 (b),
and ¢' # g, since q has no successor in x. Thus, x intersects path,,
strictly between its endpoints, and there exists a p(¢gg)-reachable state

q € path,,,q # qr, 4 # q.

Thus, if g # ¢ and q is not p(gr)-reachable, we can find a p(gp)-reachable
state ¢ € path, N C (§ # qr, ¢ # q). By Lemma 4 we see that I €
label[] will hold after returning from propagate(gr). Because ¢ # ¢p and
q € path,,, it follows that the algorithm will start another nested search from
q after returning from propagate(gy). On the other hand, by the choice of ¢,
this search will start before the main search backtracks from q.

When the algorithm starts a nested search from ¢, there are again two
possibilities: either ¢ is p(¢)-reachable, in which case F' € label[q] will hold
after the search (by Lemma 4), or there exists a p(¢)-reachable state ¢’ €
path; N C (¢" # 4, ¢ # q) such that F' € label[q'] holds after the nested
search from ¢, and the algorithm will start a nested search from ¢’ before
backtracking from g¢.

By repeating the above reasoning if necessary, we are bound to find a state
g from which ¢ is p(g)-reachable. Therefore, F' will be added to label[q] (at
the latest) during the nested search rooted at q.

Since F is arbitrary, we can conclude that labelq] = F holds at line 11
when ¢ is on top of the path stack. Hence, the algorithm exits with the
value “TRUE”, contrary to assumption. This proves the completeness of the
algorithm. O
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4 DISCUSSION

4.1 Disadvantages

Although generalization improves the memory requirements of the nested
depth-first search algorithm, it results also in some easily seen disadvantages.
For example, the generalized algorithm does not support extracting full coun-
terexamples for the given specifications directly from the internal data struc-
tures. Although we can still extract a path to a state belonging to an accepting
cycle when the existence of an accepting run can be confirmed, constructing
the cycle itself requires an additional search in the automaton in the general
case. ("This search can be implemented, for example, as a simple variant of
the presented algorithm.) The main benefits of the reduced memory usage
are achieved whenever an exhaustive search of the product space is needed:
the generalized algorithm may therefore be able to complete the successtul
verification of some properties with fewer resources than an implementation
based on the classic algorithm. Whether the theoretical memory savings of
the generalized algorithm are in practice significant enough to justify an ad-
ditional search in the automaton in the case of a failed verification run can
be evaluated only with careful testing against previous algorithms.

Additionally, although the worst case running time of the generalized al-
gorithm remains the same as in the basic case, the algorithm may repeat a
nested search several times (with different labels) in the same subgraph of
the product even if it does not contain any accepting runs. Apart from limit-
ing the nested search only to states visited also during the main search, there
are no obvious heuristics that would remedy this problem without any extra
memory overhead while still retaining the completeness of the algorithm. (It
is possible, however, to modify the algorithm to detect the existence of an
accepting run already during the nested search: the search can be aborted
with the answer “TRUE” if the nested search enters a state ¢ € path such
that label[q| U labels_to_propagate = F.)

An unfortunate consequence of restricting the nested search to states vis-
ited only in the main search is that the algorithm becomes incompatible with
state space caching techniques [12], which reduce the memory requirements
of the search at the risk of repeating the search multiple times in parts of the
automaton; the completeness of the algorithm is not preserved (for example,
in the extreme case when only the states in the path stack are kept in the
state space cache). This also makes it impossible to apply any heuristics for
choosing which states to keep in the set of visited states (see, for example, [2]).

4.2 Simple Extensions

12

4

The algorithm extends directly to generalized Biichi automata with multiple
initial states. It is straightforward to check that the algorithm still remains
sound and complete (with perfect state hashing) if the search is repeatedly
restarted (without data structure reinitialization) from a previously unvisited
initial state until the algorithm either exits with the value “TRUE"” or all
initial states have been explored.

Obviously, the algorithm is not restricted to generalized Biichi automata;
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it can be applied (with the above extension) to any directed graph with “mul-
ticolored” vertices (where the colors correspond to generalized Biichi accep-
tance conditions) to decide the existence of a cyclic path covering at least
some fixed subset (or number) of colors.

4.3 Compatibility with Related Work

Correctness of a system is often checked with respect to various fairness as-
sumptions (see, for example, [9]). While it is often possible to embed these
assumptions into the correctness specification, they can alternatively be en-
coded directly into the system model instead (see, for example, [19, 20]) to
reduce the complexity of the specification automaton.

In particular, state-based unconditional or weak fairness assumptions re-
duce to conditions on the infinite occurrence of states satisfying some state
predicate in any computation path of the system. Such conditions corre-
spond directly to generalized Biichi acceptance conditions imposed on the
system components [1]. The generalized algorithm handles these assump-
tions directly due to its ability to decide the emptiness of the product of any
finite number of generalized Biichi automata. Strong fairness, however, can-
not be easily expressed as (generalized) Biichi acceptance and cannot thus
be handled by the algorithm presented here.

Explicit state model checking tools often employ probabilistic model
checking techniques such as bitstate hashing [15] or hash compaction [25,
21] to reduce the state storage memory requirements at the risk of missing
some errors in the system. Apart from the requirement that the states in
the depth-first search stack need to be hashed perfectly, the algorithm is oth-
erwise compatible with all of these techniques by the soundness proof of
Sect. 3.3 (with bitstate hashing, the label bits of each state can be stored into
the hash table using multiple hash functions, which corresponds to the mul-
tihash technique analyzed in [25] and [16]). The number of states in the
depth-first search stack that need to be stored simultaneously in the perfect
hash table depends on the maximum length of any distinct-state path start-
ing from the initial state of the automaton; the costs of perfect hashing may
still be tolerable if this length is small in comparison with the size of the
automaton.

In [6], the maximal strongly connected components of the specification
automaton (with one acceptance condition) are classified according to the
existence of cycles fulfilling the condition in the component. This informa-
tion is then used to detect accepting runs early during the main depth-first
search. In addition, an equivalence relation between states is used to restrict
the set of states to visit during the nested search. These ideas generalize to
the algorithm presented in this paper; however, there may be fewer opportu-
nities to apply the early cycle detection heuristic successtully in the presence
of multiple acceptance conditions.
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