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ABSTRACT: Verification of liveness properties of systems requires in many
cases fairness constraints to be imposed on the system. In the context of
modeling and analysis with Petri nets, fairness constraints have been defined
but the results have not been extended to model checking.

In this work Coloured Petri nets are extended with fairness constraints on
the transitions. The semantics of the fairness constraints are defined with a
fair Kripke structure. Model checking linear temporal logic (LTL) proper-
ties of the Petri net is facilitated by introducing a new LTL model checking
procedure. The procedure employs Streett automata to cope with the fair-
ness constraints efficiently. Also, new algorithms for the emptiness checking
problem of Streett automata and counterexample generation are presented.

The new procedure has been implemented in the MARIA analyzer. Some
experiments are performed to test the implementation and compare it with
other ways of coping with fairness constraints. The results show that the pro-
cedure scales well when compared to alternative approaches.

KEYWORDS: Computer aided verification, Petri nets, model checking, fair-
ness, Streett automata, Counterexamples
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1 INTRODUCTION

1

The field of computer aided verification is currently evolving rapidly. The
complexity and the distributed nature of many modern systems which pro-
vide critical services have motivated this research, because parallel and dis-
tributed systems can contain subtle errors which can be very hard to find.
Although the state space explosion problem (see e.g. [34]) severely restricts
the applicability of computer aided verification there are currently several
viable methods which have been successtully applied to large systems (see
e.g. [3]). Most of the methods are based on model checking.

Model checking [4, 24] refers to a collection of techniques which all have
in common that a system is verified by checking that a representation of the
state space of the system is a model of a logical formula. This exhaustive
enumeration (explicit or implicit) of the reachable states of the system covers
all behaviors, in contrast to traditional validation techniques such as testing.
However, the perhaps two most important features of model checking com-
pared to other approaches of formal verification are that it is to a large extent
an automated procedure and it is able to produce an error trace if the system
does not conform to the given specification. In this work we will consider
model checking within the automata theoretic framework [35, 36] using an
explicit representation of the state space.

Model checking requires a formal model of the system from which the
state space of the system can be computed. One commonly used class of
formalisms are high-level Petri nets. As the greatest advantage of Petri nets is
often mentioned that they combine a graphical notation with a well-defined
semantics allowing formal analysis [13]. Hence, modeling the behavior of
different types of systems is in many cases convenient using high-level Petri
nets. Static properties can be checked directly from the model, while most
dynamic properties such as safety and liveness properties require that the be-
havior of the net is analyzed. Although both safety properties and liveness
properties of the system can be verified using model checking algorithms
which analyze the reachable state space of the net, the proving of liveness
properties is a bit more involved than the proving of safety properties. Mostly
this is due to that safety properties do not require any additional assumptions
to be made about the behavior of the Petri net model. The same does not,
however, always apply to liveness properties. In many cases certain unwanted
behaviors must be ignored in order to facilitate the model checking of live-
ness properties.

One common technique uses fairness assumptions [9] to restrict the be-
havior of the model, so that certain liveness properties will hold. Without
these assumptions it is difficult to build a model which has the desired prop-
erties. However, no model checking procedure can currently perform the
model checking directly on a Petri net model with fairness assumptions. Cur-
rently the only way is to model check properties of the form “fairness =
property” and potentially modify the model so that the fairness assumptions
can be expressed. The question is how practical this is from a modeling per-
spective, and is it computationally efficient. These issues will be covered in
detail in Section 2.

Motivated by the facts given above, the main contributions of this work
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are the following. We present how the LTL model checking problem for
high-level Petri nets, with fairness constraints imposed on transitions, can
be solved by employing Streett automata in a straightforward manner. We
give an on-the-fly LTL model checking procedure which uses the emptiness
checking for generalized Biichi automata to potentially avoid some of the
more costly Streett automata emptiness checks. Also, simple and memory
efhicient algorithms for Streett automata emptiness checking and counterex-
ample generation are developed. The algorithms have been implemented
and tested in the MARIA tool [22]. Most of these results were first presented
in the papers [19, 20].

The rest of this work is structured as follows. In Section 2 we introduce
Petri nets, define Coloured Petri nets and discuss some of the modeling is-
sues. Section 3 covers the necessary automata theory. Linear time temporal
logic (LTL) and the automata theoretic approach to model checking LT'L are
described in Section 4. In Section 4 an extension of the normal model check-
ing procedure, which respects the fairness constraints is also introduced. In
Section 5 implementation issues are discussed and also the results of some
experiments are presented. Conclusions and directions for further work are
discussed in Section 6.
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2 PETRI NETS

Petri nets (see for e.g. [26]) are a widely used modeling formalism for con-
current and distributed systems. A Petri net has an explicit representation of
both states and actions, which makes Petri nets a versatile modeling formal-
ism appropriate for many different tasks. There are several kinds of Petri nets
ranging from simple Place/Iransition nets to different high-level nets. Here

the basic notions of Petri nets are introduced and the well-known Coloured
Petri nets (CPN) [13] are defined.

2.1 Preliminaries

2

Multi-sets are very similar to ordinary sets, but true to their name, the cardi-
nality of an element in a multi-set can be any natural number.

Definition 1 A multi-set m, over a non-empty set S, is a functionm : S —
N, where m(s), s € S, is the number of appearances of s in the multi-set m.
An element s € S is said to belong to the multi-set m ift m(s) # 0. The
formal sum ) o m(s)(s) is used to represent a multi-set m. By MS(S) we
denote the set of all multi-sets over S.

A simple multi-set m; over the set {a, b, c} with four elements a, a,b, ¢ is
denoted like this: m; = 2(a) + (b) + (c).

One can define several operations over multi-sets. For this we first define
the monus operator.

Definition 2 Let 21,29 € N. The monus of z; and z,, denoted z; — 2y is
defined in the following way.

T B B D
1= %2 = :
0, otherwise

The normal arithmetic operations + and — can also be extended to multi-
sets.

Definition 3 Addition, comparison, subtraction for multi-sets and the size
of a multi-set are defined in the following way. Let my, mo and m be multi-
sets over S.

L. my+my =) s(mi(s) +ma(s))(s).

2. my # my iftds € S my(s) # ma(s)
my < mg iff Vs € S : my(s) < may(s).

3. mf =2 s m(s)

4. my —my =Y s(mals) = mi(s))(s).

For instance, if we define my = (a) + (b) + 0(c) we have that m; + my =
3(a) + 2(b) + (c). Both associativity and commutativity hold for multi-sets
with the operation “+”.

For the definition of a Coloured Petri Net a semantics and a syntax for ex-
pressions is needed. A concrete syntax for the expressions will not be defined
in this work. We will, however, assume that such a syntax exists and has a
well defined semantics so that the following notations are defined:
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e T -The elements of a type T..

e Type(v) - The type of the variable v.

o cxpr - Alegal expression.

o Type(expr) - The type of an expression expr.

e EXPR - The set of all legal expressions.

e Var(expr) - The set of variables in an expression expr.

e A binding b which associates each variable v € V with a corresponding
value b(v) € Type(v).

e Var(b) - The set of variables of a binding b.

e cxpr(b) - The value obtained by evaluating an expression expr with a
binding b. We require that Var(expr) C Var(b). The evaluation is
performed by substituting each variable by the value given by b.

2.2 Petri Net Definitions

We are now going to define a Coloured Petri Net (CPN). The definition
follows quite faithfully the definition of Coloured Petri Nets in [13]. CPNs
were chosen because they are relatively simple to define while still being
high-level Petri nets. Also, the fact that they are well-known contributed to
their choice. The results to be presented later can easily be generalized to
other high-level Petri net classes.

Definition 4 A tuple ¥ = (I, P,T, A, N,C, E, G, M) is a Coloured Petri
Net (CPN) [13] where,

i.) I is a finite set of non-empty types called colour sets.
ii.) P is a finite set of places.
iii.) T is a finite set of transitions, such that PNT = ().
iv.) A is a finite set of arcs, such that PN A=TnNA = (.

v.)N: A~ (P xT)U(T x P) is a node function. A node is either a
place or a transition of the net.

vi.) C': P+ Il is a colour function.

vii.) E : A — EXPR is an arc expression function such that Va € A :
E(a)(b) € MS(C(p(a))) holds for all legal bindings b, where p(a) is
the place component of N(a).

viii.) G : T +— EXPR is a guard function such that G(t)(b) € {true, false}
for any legal binding b and t € T (see Definition 6 below).

2 PETRINETS
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ix.) My is an initialization function (initial marking), which maps each
place to a closed expression, i.e an expression without variables which
can be evaluated immediately, of type MS(C(p)), i.e. a multi-set over

C(p).

The set of colour sets (i) determines the types and the expressions which can
be used in the arc expressions, guard functions and initialization functions.
The static structure of the net is described by the set of places, transitions,
arcs and the node function (ii, iii, iv, and v). The node function maps each
arc into a pair, where the first element is the source node and the second
element is the destination node. Each place has a colour set attached to it
by the colour function (vi), which determines its type. The arc expression
function (vii) describes the tokens which move between the nodes of the
net and must yield a multi-set which is of the same type as the place the
expression is connected to. With the the guard expression (viii) it is possible
to restrict the arc expression function further with a boolean expression. The
initialization function (ix) maps each place to a closed expression which must
be a multi-set over C(p) (see also the definition of a marking below).

With the static structure of the net defined, the emphasis can now move
to the behavior of the net. The following notation must, however, first be

defined.
e Alx)={a€ A|32’ € PUT :[N(a) = (z,2') V N(a) = (2, z)]}

oVt €¢ T : Var(t) = {v|v € Var(G(t)) VIa € A(t) : v €
Var(E(a))}.

A(x) returns the set of surrounding arcs, i.e. the arcs that have x as a source
or a destination, for a given node z. Var(t) is the set of variables of ¢, while
E(x1,x9) is the expressions of (x1,z3) and returns the multi-set sum of all
expression connected to the arcs which have z; and x5 as nodes.

Fach place in the net can be occupied by tokens. A distribution of tokens
on the places of the net is called a marking. A marking of the net describes
the current global state of the system being modeled.

Definition 5 A token element is a pair (p,c) € P x C(p). The set of all
token elements is denoted by TE. A marking is a multi-set over TE.

Because each marking defines a unique function M’(p), which maps each
place to a multi-set over the colour set of the place, a marking is usually
presented as a function on P.

Transitions are responsible for changing the marking in a CPN. The pos-
sible instances of a high-level transition are determined by the legal bindings
of the transition. For a legal binding all variables must be bound with a value
of the correct type and the guard of the transition must be true.

Definition 6 A binding of a transitiont € T is a binding function on Var(t)
such that Vv € Var(t) : b(v) € Type(v) and G(t)(b) = true. We denote
the binding t(b) and call t(b) an instance of t.
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color P=int with 1..N declare ms;
color B=bool
var x. P;

Figure 1: A simple mutex algorithm for N processes.

A legal binding of transition cannot always occur. We require the notion of
enabledness, i.e. when a transition instance can occur and define the results
of an occurrence.

Definition 7 A transition instance t(b) is enabled in a marking M iff
Vp € P: E(p,t)(b) < M(p).

The function en(M) returns the transition instances which are enabled in
the marking M. If a transition instance ¢(b) € en(M) it can occur changing
M into another marking M’ which is given by

Vp € P: M'(p) = M(p) — E(p,t)(b) + E(t, p)(b)
£(b)

Hence M’ is reachable from M, which we denote by M — M’.
The behavior of a CPN can be described by a Kripke structure.

Definition 8 A triple K = (S, p, so), where S is a set of markings, p is a
transition relation, and s an initial state, is the Kripke structure of a CPN
Y =(II,P,T,A N,C,E,G, My) where S and p are defined inductively as

follows:

1. so=Mye S

2. IfM e Sand MY M’ then M" € S and (M, M') € p.
3. S and p have no other elements.

The executions of the net are infinite sequences of states MoMi M, ... € S¥,
where My is the initial state and (M;, M;y,) € p foralli > 0.

A well-known class of distributed algorithms are the mutual exclusion algo-
rithms. The basic problem they solve is how a critical resource should be
shared between N processes in such a way that only one process can enter
the critical section at a time. There are several solutions for this problem,

and one of the simplest is known as the contentious mutex algorithm (see
e.g. [28]). The algorithm has been modeled as an CPN for the case of N
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key: true

Q=quiet P=pending C-=critical

Figure 2: The Kripke structure of the net in Figure 1 for N = 2.

processes in Figure 1 (see Appendix A for the MARIA net description). In the
figure, the letter written in bold italic beside the places describe the colour
set of the place. Underline is used for denoting the initial marking. If a color
declaration has “declare ms” in its definition, the type name can be used to
initialize a place with a multi-set containing each element of the multi-set
once. This has been used in the place “quiet”. The model behaves in the
following way. Any process may spontaneously request access to the critical
section. Access is granted by giving the process the key to the critical section.
As there is only one key, mutual exclusion is assured. The process returns
the key when it exits the critical section. In Figure 2 the Kripke structure for
N = 2 has been generated. Using a model checker for Petri nets, it could
easily be verified that the mutual exclusion property truly holds.

2.3 Petri Nets and Fairness

2

Applying a model checker to the Kripke structure in Figure 2 and checking
that for all processes that if they try to get access to the critical section they
eventually will, the model checker will report that the property does not hold.
A sequence where always one process gains access to the critical section and
thus denying the others access is possible. If the counterexamples are stud-
ied, one will notice that they all represent executions where one or several
transitions are never fired, even though they are infinitely often enabled. This
sort of unfair behavior, although theoretically possible, is not what one would
expect from a physical system. Usually they contain a scheduler which dis-
allows unfair behavior or it is considered impossible for some other reason.
Clearly, some kind of mechanism is required for disqualifying these unfair
executions and not accepting them as legal counterexamples.

Using fairness assumptions for the transitions is the perhaps the most con-
venient way one can restrict the set of legal executions to the desired ones.
The most common fairness assumptions are known as weak fairness and
strong fairness. In [9] they are defined using the familiar concepts of en-
abledness and occurrence of the relevant events. An event is weakly fair
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I<true> I<true> I<true> I<true> I<true>

1 color B=hool;
| varx B;

Figure 3: An LTL formula cannot capture fairness in the left net.

when continuous enabledness implies that the event occurs infinitely often.
Weak fairness is usually appropriate for systems with busy waiting to ensure
progress. In a weakly fair scheduler, once a process has been scheduled for
execution, it will eventually be executed. For some situations, however, weak
fairness is not enough. A situation where a process infinitely often requests
access to a critical section, but never gains it, is weakly fair since the process
is not continuously enabled. In this situation strong fairness is appropriate.
Strong fairness assumes that if an event is infinitely often enabled then it will
occur infinitely often. An important thing to notice is that both weak fairness
and strong fairness are expressible in LTL (see Section 4 for details).

In [8] Emerson and Lei presented how to cope with strong fairness con-
straints when model checking CTL properties of a Kripke structure. A similar
method was used to design a BDD based algorithm when the property was
given as an automaton in [11] while in [14] a procedure for model checking
LTL properties of BDDs with strong fairness constraints was presented. How-
ever, no procedure existed prior to this work which directly could perform
LTL model checking of a Petri net model with fairness constraints. The tradi-
tional way of incorporating fairness when model checking Petri nets, exploits
the fact that fairness is expressible by LTL. First, one usually has to add places
and transitions to the model so that the occurrence of transitions is explicitly
visible in the model. These modifications in a sense model a scheduler and
have to be done because LTL can only express properties of markings and
thus cannot express properties of the transitions unless they are explicitly vis-
ible in the Kripke structure. The model is then verified by checking the
formula " fairness = property”. This approach has several drawbacks. The
two most obvious ones are that adding places and transitions increases the
size of the state space, and the size of the Biichi automaton representing the
property can grow exponentially in the number of fairness constraints (see
e.g. [10]). A more subtle drawback is that adding the scheduler reduces the
concurrency in the model, which may affect the performance of some partial
order methods (see e.g. [34]).

Consider the net on the left side of Figure 3. It is an example of a net
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which must be modified so that the transition ¢35 can be given strong fairness
constraints with an LTL formula. The reason for this is that it is impossible to
distinguish if ¢, or ¢3 has occurred just by observing the markings. By adding
an additional place pg to the net as shown on the right net in Figure 3, the
occurrence of t3 can be detected by checking if the place pg is marked. With
this modification it is now possible to express a strong fairness constraint in
LTL for t3

Modifying the net is not the only way to give transitions fairness con-
straints. The solution suggested in this work is to extend Petri nets with fair-
ness constraints on the transitions. For this to be useful we must also change
the semantics of a legal execution and modify the LTL model checking pro-
cedure accordingly. We begin by extending the definition of a CPN.

Definition 9 A fair CPN (FCPN) is tuple ¥ = (3, W F, SF) where X is a
CPNand WF = {wf,...wf,} aset of weak fairness functions, where w f; :
T — EXPR is a tunction from the set of transitions to expressions such that
Var(wfi(t)) € Var(t) forallt € T and wf;(t){b) € {true, false} for any
legal binding b of the expression. SF = {sfi,... ,sfn} is the corresponding

set of strong fairness functions with similar restrictions. An execution is an
to(bo) t1(b1)

infinite sequence of transitions and markings ¢ = M, —" M; —" ...,

. (b . ,
for which M; ity M; 1 for some t;(b) and & obeys the fairness constraints
defined below.

The expression of a fairness function is true for all instances, which should
be treated as equivalent; if one the instances is fair, the fairness requirement
has been satisfied.

We need to define some notation before the semantics of the fairness con-
straints can be defined.

b b . : .
Let & = M, fotbo) M, "8 be an execution and F a fairness function.

We define ENg;(§) = true if 3t(b) € en(M;) : F(t)(b) = true; otherwise
ENg;(§) = false. Also let OCg;(&) = true it F(t;)(b;) = true; otherwise
OCFi(€) = false. Denote the quantifier “there exist infinitely many” by 3¢
and let InfENp(§) and InfOCF(§) be defined in the following way:

true, if 3*1: ENp;(€) = true
false, otherwise.

InfEN#(E) - {

true, it 3*7: OCp;(§) = true
InfOCk(&) = { false, otherwise. ©
The strong and weak fairness constraints for transitions can now be defined
conveniently using the previously defined notation. An execution & of a
FCPN is legal when it respects the strong fairness constraint, i.e. if a set of
transitions instances, defined by a fairness function F, are infinitely often
enabled implies that they occur infinitely often [13].

VE € SF : InfENp(€) = InfOCH(E).

2 PETRINETS
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A legal execution £ must also obey the weak fairness constraints. The defini-
tion for weak fairness is that persistent enabling implies an occurrence [13].

VF € WF :¥i e N: ENp;(§) = 3k > i : ["ENpi(§) V OCri(§)]

The semantics of our fairness constraints are equivalent to those presented
by Jensen in [13], but the notation is a little different. However, for analysis
purposes these execution based semantics do not suffice. Something similar
to a Kripke structure is needed. In the following discussion we only consider
finite state and finitely branching systems.

The behavior of a fair CPN cannot be described accurately by a Kripke
structure because the fairness constraints are not taken into account in any
way. Some mechanism is needed so that unfair executions can be rejected,
and only those which conform to the fairness constraints are accepted. One
way of doing this by extending the definition of a Kripke structure to fair
Kripke structure.

Definition 10 A tuple Kp = (S, p, s9, W, S) is a fair Kripke structure (FKS)
[14], where S is a set of states, p C S x S is a transition relation and sy €
S is the initial state. An execution is an infinite sequence of states 0 =
508182 ... € S¥, where sq is the initial state, and for all i > 0, (s;, s;41) € p.
Computations, i.e. fair executions of the system, are sequences that obey the
fairness requirements (to be defined below). The fairness requirements are
defined by a set of weak fairness requirements' W = {J;, J, ... , Ji}, and
a set of strong fairness requirements, S = {(Ly,U), ..., (L, Uy)} where
Ji, L, U; C S.

We define for notational convenience the set
Inf(o) ={se€ S|3 : o(i) = s}.

Inf(o) is the set of states occurring infinitely often in the execution o. An ex-
ecution o is a computation if both the weak and strong fairness requirements
are satisfied. A", Inf(c)NJ; # 0 is demanded by the weak fairness require-
ment. The strong fairmess requirement demands that A", (Inf(o) N L; =
OV Inf(o)NU; #0).

Using the acceptance conditions, it is possible to only accept the compu-
tations which adhere to the fairness constraints on the transitions. However,
generating a FKS from a FCPN is not completely straightforward. For the
same reason that a normal CPN must sometimes be modified in order for the
LTL formulas to be able to express the fairness assumptions, a FKS cannot
simply be a normal Kripke structure where we have added some fairness sets.
The occurrence of transition instances must be made explicit in the FKS.
Here, this is done by adding an intermediate state for each occurrence of a
transition instance in the FKS?. For instance, if in the normal Kripke struc-
ture the marking M; is followed by M1 when taking the transition instance

'In order to have consistent terminology weak and strong fairness are used instead of
justice and compassion as in [14].

*In an actual model checker implementation some of the intermediate states would not
have to be added. See Section 5 for details.
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t(b), in the FKS this sequence will have an intermediate state. If the inter-
mediate state is denoted by M, the sequence will be M;M;M;. ;. With the
intermediate states added it is now possible to use the justice and compassion
sets to ensure that only executions which obey the fairness constraints on the
transitions are considered legal.

The states of the FKS are defined as pairs (M, t(b)) so that the interme-
diate states can be distinguished from “normal” states. The special symbol
1 replaces the transition instance if the state is not an intermediate state.
Hence, to obtain a FKS Krp = (S, p, so, W, S) from a fair CPN system
Yp = (X, WF,SF), we define S and p inductively as follows:

1. So = <M0,L> eSs.

2. 16 (M, 1) € Sand M @ M’ then, (M',t()) € S, (M’, L) € S and
(M, L), (M',1(b))) € p, ((M', (b)), (M, L)) € p.

3. S and p have no other elements.
The weak fairness sets and the strong fairness sets are defined as:
1. For each wf, € WF the weak fairness set is

o J ={(M,L) € S|Vth) € en(M) : wf,(t)(b) = false} U
LM 1)) € | f (1) () = true).

2. For each sf; € SF the strong fairness sets are

o L;={(M, L)y € S|3t) : t{by € en(M) A sf;(t){by = true}
and

o U= {(M',t(b)) € S| sf,(t)(b) = true}.

We are now ready prove that the construction of the FKS is correct, in the
sense that the semantics of the fairness constraints are as we wanted.

Theorem 11 Given a FCPN Yy, X has a fair execution & = My totb)

M, nly ., if and only if the the FKS of the FCPN has a computation &’

(Under the assumption that X is finite state and finitely branching.)

Proof:

Let ¢ be the execution of the FKS, where each marking of £ is mapped to
the corresponding marking in the FKS and the transition instances to the
corresponding intermediate state. This simple mapping is bijective between
¢ and ¢'. It remains to be proven that ¢ is a computation. Let L;({') =
LinInf(¢&),and let U;(¢') and J;(£') be defined in the same way for U; and
J; respectively.

Let us first consider the strong fairness case. If ~InfEN, (€) then it
follows that L;(¢') = 0, because according to the definition of a FKS, L;
includes all the states where a transition instance of the strong fairness set
i is enabled. When L;(§) = 0 all executions is are accepted, as should be
the case. If InfEN,(€) then L;(§) # 0 as it will include all states where a
transition of the set is enabled, and because X7 is finite state, some state in L;
must occur infinitely often. According to the proposition, now InfOC;y,(£')
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must also hold. U;(£’) contains all the states which appear infinitely often in
¢', where a fair transition instance has just occurred. As InfOCy,(§) holds
it follows that U;(¢’) # () holds, due to the finiteness of ¥ . Hence ¢’ is a
computation of the FKS with respect to the L; and U; sets and respects strong
fairness.

Let us now consider the weak fairness case. In £ each weakly fair transition
instance class either is infinitely often not enabled or occurs infinitely often.
J;(€') is the set of states, which appear infinitely often in £, where either no
fair transition instance of wf is enabled or some instance has just occurred.
If a weak fairness set 7 is infinitely often not enabled in &, the set J;(¢') will be
non-empty and the execution is accepted as a computation, as it should be.
If a weak fairness set ¢ is infinitely often enabled in &, the set J; will consist
of all the markings where a transition of the set ¢ is not enabled or it has
just occurred. From the definition of weak fairness for a FCPN, projecting
¢ on &' we get for each state s; in the execution &' there is a state s;,, where
k > i such that " E Ny, 1 (&) or OCyy, 1(£). Thus states of J;(§') must occur
infinitely often in the execution due to the finiteness of ¥p. Hence £ is
computation of the FKS also with respect to the weak fairness sets.

Consider now a computation £’ of the FKS. The corresponding execution
¢ of the FCPN can be obtained by using the same mapping as above. We
must now prove that £ is a legal computation of X . From the definition of a
computation we know that in a computation £’ if state which is member of a
set L; appears infinitely often, then also a state which is member of U; appears
infinitely often in ¢’. This implies for ¢ that if a transition instance class
is enabled infinitely often, it also occurs infinitely often. In the previously
defined notation this is expressed

VF € SF : InfENp(&) = InfOCE(E).

Thus ¢ also respects the strong fairness constraint.

In each computation states of J;(¢") must occur infinitely often, because
of the definition of a computation of a FKS. This implies that in the future of
each state in the execution ¢ there is either a state where the corresponding
transition to fairness set has occurred or it is not enabled. Using the notation
defined previously it holds that

Thus & respects the weak fairness constraint. 0

The execution based semantics defined previously are equivalent to Jensen’s
semantics for fairness [13]. Thus the theorem also shows that the FKS con-
struction adheres to them.

If we again consider the contentious mutex example, the fairness con-
straints can now be easily added. A fair model can be found in Figure 4.
The goC'rit transitions must be equipped with strong fairness constraints, so
that access to the shared variable can be guaranteed for all processes. Weak
fairness is not enough, because if one process gains access to the variable, the
transition is disabled for other since the key place is empty. The request tran-
sition should not be given any fairness constraints, since it should be possible
for a process not to request access to the shared variable indefinitely. Now a
process will always gain access if it tries to.
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color P=int with 1..N declare ms;
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var x: P;

critical

Figure 4: The fair mutex algorithm.
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3 AUTOMATA ON INFINITE WORDS

The close connection between automata on infinite words and LTL is used
by many model checking procedures. Here the necessary automata theory is
introduced and the most important terms are defined.

A Biichi automaton is the basic theoretical construction for every LTL
model checker which uses the automata theoretic approach.

Definition 12 A labeled generalized Biichi automaton (LGBA) [5] is a tu-
ple A = (Q,A,I,F,D,P), where Q is a finite set of states, A C Q X Q
is the transition relation, I is a set of initial states, F = {Fy, F,,... ,F,}
with F; C @ is a finite set of acceptance sets, D some finite domain (in LTL
model checking D = 247 for some finite set of atomic propositions AP) and
P : Q — 2P is a labeling function. A run of A is an infinite sequence of
states p = qoq1qz - - . such that o € I and for eachi > 0, (¢;, qiv1) € A.

Let the operator Inf(p) be defined similarly for a run as for an execution.
Arun p is accepting if for each acceptance set F; € F there exists at least one
state ¢ € F; that appears infinitely often in p, i.e. Inf(p) N F; # () for each
F;, € F. An infinite word £ = zox129 ... € DY is accepted iff there exists an
accepting run p = qoq1qz - . . of A such that for each i > 0, z; € P(g;). If
F = {F} the LGBA corresponds to an ordinary Biichi automaton.

With Streett automata it will be possible to extend the LTL model check-
ing procedure to also cope with strong fairness in an efficient manner.

Definition 13 A Streett automaton (see [33] for an arc labeled version) is
atuple A = (Q,A, 1,92, D,P), where Q, A, I, D and P have the same
meanings as above. Q = {(L,Uy), ..., (Ly,Ug)} with L;, U; C @Q is a set of
pairs of acceptance sets. A run of a Streett automaton is defined in the same
way as for an LGBA. The Streett automaton accepts a run p = qoq1qz . .. i

A (Inf(p) N Ly = 0V Inf(p) N U # 0).

We can read the acceptance condition as that the automaton accepts when
“for each i, if some state in L; is visited infinitely often, then some state in Uj;
is visited infinitely often”. We define the set of infinite words accepted by A
analogously to the LGBA case, using the new acceptance condition €2.

Streett automata and generalized Biichi automata both accept the class
of w-regular languages, however, there is no polynomial translation from a
Streett automaton to a Biichi automaton (see e.g. [30]). The converse can
casily be done by letting L; = Q and U; = F;.

The set of w-words the automaton A accepts is denoted by £(.A), and it is
called the language of A. £(A) = 0 denotes that the language accepted by
A is empty. Determining whether £(A) = 0 is referred to as performing an
emptiness check.

The synchronous product, denoted A = A; x A, between two LGBAs
Ay =(Q1, A, 11, F1, D, P1) and Ay = (Q2, Ao, I, Fo, D, Ps) is defined as:

o Q={(q1,2) € Q1 x Q2| P(q) N P(g2) # 0},

o A= {((ri,si), (Tig1,5i41)) € Q@ X Q| (ri,mi41) € Ay and (85, 5141) €
A2}7
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o [={(r,s)e@Q|relands € ,}.
e P(q) =Pi(r) N L(s), where r € Q1 and s € Qs.

o F={F,F,...,Fpun}twithF; ={(r;s) € Q|r € F'},for1 <
i<nand F,={(r,s) €Q|se€ F?,},forn+1<i<n+m. Here
F! denotes an acceptance set of A; and F? that of A, respectively.

The product is defined analogously for Streett Automata, except that the ac-
ceptance sets are defined in the following way.

o QO = {(Li,Unh),(La,U3),...(Lpsm,Unsm)} such that L; = {(r,s) €
QlrelLllforl <i<nandL;, = {(r,s) € Q|s € L? }, for
n+1 <7 <n+m. Replace L; with U; to get the definition of the U
sets.

Theorem 14 For two LGBAs or Streett Automata L(A x B) = L(A)NL(B)

Proof:

Let £ be an infinite word. Assume first that £ € L£(A) N L(B). Let o4 be the
corresponding run for A4 and o for B respectively. The product automaton
has the initial states common to the two automata, with the common labels.
Therefore a run must start with a state which is common for the automata.
Because the states of A x B have the common labels of the two automata
and the transition relations takes one step, when both of the two automata
can take a step,  defines a run o of A x B which is 0 4 and o5 synchronized
according to the definition of the transition relation. Thus o is a run of the
product automaton if and only if it is defines a run of both automata. The
new acceptance condition spelled out dictates that if a there was a condition
for acceptance in one of the automata, then it is also included as a condition
in the product. The run must thus be accepted by all sets in both automata.
Hence, only words which deal with the sets of both automata are accepted,
i.e. only words common for both automata pass. Thus we can deduce that
£ e L(AxDB).

Consider the case £ € L(A x B). The corresponding run o of £ must
be a run of both automata because the product automatons transition rela-
tion only takes a step when both automata take a step with common labels.
Accepting runs for A and B can easily be constructed by projecting o onto
its components. As £ is a word which must be accepted by both automata
acceptance condition, it is also a word in the language of both automata (see

above). Thus £ € L(A) N L(B). O

3 AUTOMATAON INFINITE WORDS
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4 MODEL CHECKING LTL

Linear temporal logic has established itself as a popular way of specifying
properties of reactive systems. It has been deemed expressive enough for
most purposes, while retaining a relatively simple syntax and semantics. Al-
though there are several ways of model checking LTL, the most used among
tool developers is the automata theoretic approach. Model checking a LTL
formula is PSPACE-complete in the length of the formula (see e.g. [10]).
This means that long formulas tend to be intractable and that only short for-
mulas can be verified efficiently.

4.1 Linear Temporal Logic

Linear temporal logic (LTL) [23] is commonly used for specifying properties
of reactive systems. LTL is interpreted over infinite executions which makes
it appropriate to specifying properties of the executions of a Kripke structure.
In LTL each point of time only has one possible future as opposed to branch-
ing time logics [18]. Hence, for a system to satisty a LTL formula all its
executions must satisfy the formula.

Given a finite non-empty set of atomic propositions AP, LTL formulas
are defined inductively as follows:

1. Every member p € AP isa LTL formula.
2. If p and ¢ are LTL formulas then so are =, o V¢, X @ and ¢ U .
3. There are no other LTL formulas.

An interpretation for a LTL formula is an infinite word §& = zgz125 ... over
the alphabet 24 i.e. a mapping ¢ : N +— 247 The mapping is interpreted
to give the propositions which are true; elements not in the set are inter-
preted as being false. With &; we mean the sutfix starting at index ¢, namely
TiTit1Tito . . .. The semantics of LTL are given by the following:

o ¢ = pifp € xg, the first index of €, for p € AP.

o { = pif o

e (VUi Epor =1

e {EXpif& o

o { = ¢ U 9 if there exists an ¢ > 0 such that §; = ¢ and &; |= ¢ for all

0<j<i

The constants T = p V —p, for an arbitrary p € AP, and F = —T denote
atomic propositions which are always true and respectively false. Commonly
used abbreviations are Cp = T U ¢, Op = =< and the usual boolean
abbreviations for A, = and <.

LTL formulas can express a variety of properties. The fairness properties
defined in Section 2 can be expressed in the following way:

Weak fairness :  OO(enabled) = OO (occur), or equivalently
OO (—enabled V occur)
Strong fairness : OO (enabled) = OO (occur)
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G (3)=(3) (38~
P (2) () =)~
K0 () =)0 =~

Figure 5: Sequences which satisfy different LTL formulas.

V D={e, {p0}. {p1}. {p0. p1}}
d F=((1,2))

1 2
{{pO}} {{p0}, €}

Figure 6: A Biichi automaton corresponding to & (pg A O—py).

Expressing that p and ¢ may not hold at the same time is simple.

O-(pAq)

More complicated properties do not either require much effort. The follow-
ing states that a process will always be eventually able to enter the critical
section if it tries to.

O(try = <crit)

Also properties typical to protocols are expressible in LTL. This states that an
answer is only possible if a request has been sent before.

Sans = (—ans U req)

There are also properties which cannot be expressed in LTL, such as Petri net
liveness. Petri net liveness is an example of a proper branching time property,
and is expressible in CTL. For more discussion see e.g. [34].

There are two problems related to model checking of LTL, which are es-
pecially interesting for verification of systems modeled with Petri nets.

Model Checking Problem: Given a CPN %, and an LTL formula ¢, does
¢ = ¢ hold for every execution £ of X.

Fair Model Checking Problem: Given a FCPN X and an LTL formula ¢,
does & = 1 hold for every fair execution £ of X .

4.2 Automata Theoretic Model Checking

The automata theoretic approach to model checking utilizes the intimate
relationship between LTL and automata on infinite words. In [31] it was first
proven that the set infinite words defined by an LTL formula can be accepted
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by some automaton on infinite words. Several procedures [10, 6, 7, 32] have
been suggested which construct a LGBA that recognizes all the models of
a given LTL formula. Most model checking procedures are designed for
ordinary Biichi automata but this is not a problem as they are a special case of
the LGBA. An ordinary Biichi automaton can accept the same language as a
LGBA, but for a LGBA with n acceptance sets the ordinary Biichi automaton
can be n-times larger. Figure 6 shows an automaton corresponding to the
formula & (pg A O=py).

Given a LTL property ¢ and a corresponding Biichi automaton, model
checking a system is now possible by interpreting the Kripke structure as a
Biichi automaton. This Biichi automaton represents all the possible execu-
tions of the system. If this system automaton is intersected with the property
automaton, the result is an automaton which accepts all executions which are
common to the two automata. Intersecting the system automaton with an au-
tomaton corresponding to the negation of the property yields an automaton
which has no accepting executions if and only if the system is a model of the
LTL property.

Hence, the steps performed to verify that a system has a property given by
a LTL formula ¢ and solve the model checking problem are the following [5,
17]:

1. Construct a generalized Biichi automaton A, corresponding to the
negation of the property .

2. Generate the Kripke structure of the system and interpret it as a LGBA
IC, with F = ().

3. Form the product automaton B = A, x K.

4. Check if L(B) = 0.

If £L(B) = 0 the model of the system has the desired property. Combin-
ing several of these steps into a single algorithm and performing them in
an interleaving manner is referred to as “on-the-fly” model checking [5, 17].
Naturally the procedure can also be done with a simple Biichi automaton, if
the property LGBA is further expanded to a simple Biichi automaton.

Consider the net in Figure 1. If we want to verify that always process one
eventually will gain access if it tries, we first translate the negation of the
formula into a Biichi automaton. The result can be seen in Figure 6. The
atomic proposition py is interpreted as “the process tries to enter the critical
section” and p, is interpreted as “the process has successfully gained access to
the critical section”. Following this the product between the Kripke structure
of the net (see Figure 2) and the automaton is generated. Figure 7 shows a
partially generated product. By examining the partial product we find that
the sequence {(0,0),(2,1)(4,2),(5,2),(2,2),(4,2),(5,2),(2,2),...} is ac-
cepting, because it is an infinite sequence where states belonging to the ac-
ceptance set occur infinitely often. Hence the property does not hold. The
sequence corresponds to an execution of the net where the second process is
always given access to the critical section.

The afore mentioned procedure is not appropriate for model checking
a FKS and solving the fair model checking problem. What is needed is a
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F={{(4.2). (5.2). (2.2}}

Figure 7: A partial product between Figure 6 and Figure 2

proc Check (formula ¢, System K) =
LGBA-Automaton A := to-automaton (—yp); Step 1.
LGBA-Automaton B := product (A, K); Step 2.
Streett-Automaton S;
Component mscc;

forall mscc € MSCC (B) do Step 3.
if (—modelcheck (mscc)) then ; Step 4.
continue;
fi
if (mhasW F(mscc)) AN D
—wf-modelcheck (mscc)) then Step 5.
continue;

fi
S = "ToStreett (mscc);
if (—hasSF(mscc) AND

—st-modelcheck (S)) then Step 6.
continue;

f

counterexample (.5); Step 7.

return true;
od

return false;

Figure 8: The new model checking procedure

procedure which can handle both generalized Biichi acceptance sets and
Streett acceptance sets. Of course, the procedure should also avoid using the
more time consuming (see e.g [25]) Streett emptiness checking procedure if
possible.

To solve the fair model checking problem the new procedure, shown in
Figure 8, does the following.
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. Constructs a generalized Biichi automaton A,

. The Kripke structure of the FCPN model is constructed, interpreted

as a LGBA with F = (), and simultaneously the product with A, is
computed.

. 'Tarjan’s algorithm is used to compute a maximal strongly connected

component (MSCC) of the product. A MSCC is a maximal subset of
vertices C' of a directed graph, such that for all vy, v, € C, the vertex
vy 1s reachable from v, and vice versa. The set is maximal in the sense
that if any state is added to this set, it ceases to be a SCC.

. When a MSCC of the product automaton has been calculated, we

check for generalized Biichi acceptance, i.e. whether there is any ex-
ecution which violates the given property. There cannot exist a fair
counterexample if there is no failing execution. Hence, if the compo-
nent does not contain a state from each Biichi acceptance set (LGBA
acceptance condition), we return to step 3.

. If a component is accepted, the component is checked if it is weakly

fair. This can be done without generating any intermediate states by
assigning the memberships of the fairness sets in the following manner.
Let the MSCC be denoted by C. For a state s = (M, P), where
M is the corresponding marking in the Kripke structure and P the
corresponding state in the formula automaton. Then, forall s € C, s
is member of Fj if:

o Vit(b) € en(M) : wf;(t)(b) = false, or

o Jt(b) € en(M),s" € Q : wfi(t){by = true and (s,s") €
b
A,Mt(—z M' s = (M', P'),such that s’ € C'.
See Theorem 15 why this works. If the component is accepted, i.e.
it contains all weak fairness set, and has no strong fairness constraints,
we can directly generate a counterexample at step 7 with generalized
Biichi sets interpreted as Streett acceptance sets U; and with each L;
set initialized to the universal set and other sets computed according to

the definition of a FKS.

. We now know that the MSCC contains a weakly fair counterexample.

To ensure that there is also a counterexample which is both strongly
and weakly fair, we will use a Streett emptiness checking algorithm on
this MSCC. (Using the Streett emptiness checking to handle strong
fairness constraints goes back to at least [8, 21].) However, we cannot
yet ignore the property sets and the weak fairness sets. Therefore the
weak fairness sets are computed according to the definition of the FKS
and both the property sets and the weak fairness sets are simulated with
Streett acceptance sets, using the technique given in step 5. Before
the component is given to the Streett emptiness algorithm, also the
fairness sets L and U must be computed and the necessary intermediate
states added. Therefore the MSCC is converted to a FKS according
to the definition of a FKS. The correctness of this step is proven in
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Theorem 16. We simulate the FKS with a Streett automaton and if no
weakly and strongly fair counterexample is found, we continue from
step 3 with the next MSCC of the product automaton.

7. A counterexample is generated by using the subset of vertices of the
MSCC (the Streett emptiness algorithm possibly deletes some states
and edges), which the emptiness checking algorithm gives to the coun-
terexample algorithm.

Theorem 15 Let C' be a MSCC of the product automaton. The compo-
nent contains a weakly fair counterexample if and only if the component
interpreted as an automaton, using the set assignments done in step 5, is
non-empty.

Proof:

If C contains a counterexample which is weakly fair, then by step 3 of the
procedure, the sets representing the property must be present in the automa-
ton. If a weakly fair counterexample is present in the component, then for
all weak fairness sets there are transition instances in such a way that the set
is infinitely often disabled or can occur infinitely often. It is easy to see that
all sets will be present if this is possible. The construction of the sets guaran-
tees that a state in C' belongs to weak fairness set if no transition of the set is
enabled in the state or a transition of the set occurs and the resulting state is
also in the component meaning it is possible to construct an execution where
it occurs infinitely often. Thus all weak fairness sets are present if there is a
weakly fair counterexample, and thus C' is non-empty.

If C'is non-empty, we know from step 3 of the procedure that the compo-
nent contains an counterexample. Any execution respecting the acceptance
sets of the property is a counterexample. From the previous part of the proof
we know a weakly fair execution is present in the component if all the sets are
present. As all sets are present in the component, and all states are reachable
from each other, there must exist an execution which goes through both the
property sets and weak fairness sets (a trivial example is an execution which
visits all states of the component infinitely often). This execution is a weakly
fair counterexample. 0

Theorem 16 Let C' be a MSCC of the product automaton. The component
contains a strongly fair counterexample if and only if the Streett automaton
C' resulting from transforming C' according to the definition of a FKS and
simulating the property and weak fairness set with the Streett sets (consider
the CPN marking of each product state only, ignoring the product automaton
state) is non-empty.

Proof:

If C' contains a counterexample which is weakly and strongly fair, then by
step 3 of the procedure the property sets must be present in C’, as they are
simulated by some Streett sets. From Theorem 11 we know that the sets sim-
ulating the weak fairness sets will be present as the counterexample is weakly
fair. As the counterexample is also strongly fair for each strong fairness set
there are transition instances, such that if the set is infinitely often enabled
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L1, U1 N L1,UL, L2 L3
-'_' request<2> %

goCrit<1>

! release<2> ! goCrit<2>
11Ul L1.UL U3
Figure 9: A component of the FKS.

or the set occurs infinitely often. In C” each state which has a transition in-
stance enabled, belonging to a fairness set belongs to the corresponding L set,
thus marking all possible states where some set is enabled. An intermediate
state is generated which will belong to the corresponding U set, which will
be inside the component if the occurrence of the transition instance results
in a state which is in the component. Thus the U set marks all the states mak-
ing it possible for the set to occur. Remembering that the Streett acceptance
condition is similar to the strong fairness constraint, clearly the Streett accep-
tance will be satisfied if a strongly fair execution is present in the component.
Thus the component is non-empty.

Let C’ be non-empty. Any execution respecting the property sets will be a
counterexample. We know from Theorem 11 that any execution respecting
the FKS fairness sets must be both strongly and weakly fair. The simulation of
the generalized Biichi sets (the property and the weak fairness sets) is done by
setting L; = S and U; = Fj. As each L, is guaranteed to be present, each U,
must be satisfied which corresponds to the LGBA acceptance condition that
each F; must be satisfied. Since the component respects the fairness sets it is
possible to construct an execution which respects the fairness sets (otherwise
the component would be empty). Hence the component contains a weakly
and strongly fair counterexample. 0

Corollary 17 The new model checking procedure described in Figure 8§
solves the fair model checking problem.

Consider the fair version of the contentious mutex algorithm in Figure 4.
If we run the new model checking procedure, trying to verify the accessibil-
ity property again for the first process, the component {(4, 2), (5,2), (2,2)}
will be reported as violating the property during the normal model checking
phase (see Figure 7). We must now check if the counterexample is weakly
and strongly fair. As there are no weakly fair transitions we can skip the
weak fairness phase. There are, however, strongly fair transitions and we
must hence convert the Kripke structure into a Streett automaton with sets
from both the property automaton and the FKS of the FCPN. The set of
the property automaton is converted to L; and U; respectively. The goCrit
transition has two strong fairness sets; one for each possible instance. The
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state (4, 2) will be member of both Ly and L3 because both goCrit(1) and
goCrit(2) are enabled in (4,2). The intermediate state of the strongly fair
transition goCrit(2) will be member of Us. When we examine the possible
executions, we notice that there is no execution which can satisfy the con-
dition for Lg, as there is no state which is member of Us in the component.
The component is hence rejected and not considered strongly fair. This is as
it should since the transition goCrit(1) is infinitely often enabled but does
not occur infinitely often. If the procedure would be allowed to complete,
we would find that no fair counterexample exists.

The procedure tries to avoid the cost of the more expensive Streett empti-
ness check, whenever possible, by always first testing for weak fairness and
only invoking the Streett check if there are strong fairness constraints en-
abled. This might result in faster running times compared to always perform-
ing the check. Also by performing the verification in an on-the-fly manner,
checking one MSCC at a time, the cost of computing all MSCCs of the
product automaton might be avoided.

There are several other algorithms for automata theoretic model checking
LTL which have been presented in the literature. The nested-depth-first-
search algorithm of [5] was designed for (non-generalized) Biichi automata,
and hence would pay a linear penalty in space in the number of acceptance
sets if it were used here. The algorithm of [14] is similar in the sense it
uses both Biichi and Streett acceptance conditions, however their emptiness
checking procedure is BDD based, as is that of [11]. An algorithm tailored
to handle only generalized Biichi acceptance sets was presented in [6], but
due to some optimizations it makes it could not be used here. It is, however,
somewhat similar to the procedure presented in this work, as it also is a Tarjan
based on-the-fly algorithm.

4.3 Emptiness Checking of Streett Automata

The emptiness checking problem for Streett Automata is not as easily solved
as for Biichi Automata. This is due to the more involved acceptance con-
dition. Formally, we must ascertain if there exists a run p of the automaton
A=(Q,AI,{(L,0h),...,(Ly,Uy)),D, L) such that if a state in a L; set
appears infinitely often in the run, a state from the corresponding U; set must
be in the run forall 1 < i < k.

From an algorithmic point of view this means that we must determine if
there is cycle (not necessarily simple) in A such that: if the cycle contains
state ¢ € L; it also contains a state v € U, forall 1 <i < k.

In the following sections S C ) denotes a MSCC of the automaton. Also
let bits(S) = S5 |S O Li| + SN U, |S| = nand |A] = m.

The main idea of the Streett emptiness checking algorithm goes back at
least to Emerson and Lei [8]. The same idea was also independently de-
veloped in [21]. An improvement on the algorithm was presented in [25].
Several BDD based algorithms also exist [11, 14].

We do the following for all MSCCs of the automaton. The algorithm in
Figure 11 receives a MSCC S of the automaton. All the bad states of the
component are computed. A state s € S is said to be bad if s € L; but there
is no state ¢ € S such that ¢ € U;. The bad states are deleted and the bad
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Figure 10: A Streett automaton.

states of the remaining states are computed. These two steps are repeated
until no more bad states are found. The procedure is repeated because the
deletion of a state can cause another state to become a bad state. Tarjan’s
algorithm is used to compute the MSCCs of the remaining states. Then the
above procedure is repeated for all components. If no states are removed
from a component it is accepted, if it is non-trivial. A MSCC is non-trivial
if it has more than one state or it has a self-loop. Hence, the algorithm in
broad terms proceeds by partitioning the states of the component into deleted
states, trivial states, and possibly an accepting component also called a good
component.

Consider the component in Figure 10. During the first round of the algo-
rithm state three will be deleted, because no state in the component belongs
to UQ.

Tarjan’s algorithm will produce two MSCCs: {1, 2} and {4}. The smaller
component consisting of only one state will pass the acceptance condition
check. No L; set is without a corresponding U; set. It is, however a trivial
component and hence it will be rejected. The remaining component, con-
sisting of {1, 2}, is both non-trivial and satisties the acceptance requirements.
The algorithm will accept this as a good component.

Data Structures

The data structures must facilitate fast recomputation of bad states, fast dele-
tion of states and simple implementation of Tarjan’s algorithm, while con-
suming little memory. As memory usually is the critical resource in model
checking the data structures have been designed with this in mind.

The transition relation and the L and U sets are represented by similar
structures. Fach state has three lists associated with it, which contain the
successors of the state, the L sets and the U sets of the state respectively.
The algorithm uses three global sets LSet, USet and BadSet, which are
implemented as a combination of a bit vector of size k and a stack. After
a one time initialization, which takes time O(k), with this implementation
set membership can be tested in constant time, union A := A U B, set
intersection A := AN B, set difference A := A\ B, and set clear B := ()
can be done in O(|B|) time.

The component S is represented by doubly linked list C'(.S). The list is

doubly linked in order to facilitate fast deletions of states. For each state in
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proc Empty (S, k) =
Queue Q1, Q;
List B;
boolean change;
InitSets (k);
C(S) := Construct (S);
put Q1. C(S)):
while (1 # 0) do
C(5) ‘= get (Qu);
change := false;
while (B := Bad (C(5)) # 0) do
C(S) := Remove (C(95), B);
change := true;
od
if (change AND C(S) # ) then
Tarjan (C(5), Q2);
RemoveLargestMSCC (Q2);
while (Q, # ) do
B = get(Q)2);
C(S) := Remove (C(S), B);
put (@1, Construct (B));
od
put(Q, C(5)):
else
if (NotTrivial (C(S))) then
Counterexample (C(S));
return {rue;
fi
f
od

return false;

Figure 11: The emptiness checking algorithm

C(S) we store the component number. Figure 12 shows how C/(.S), the tran-
sition relation, and the fairness sets are related to each other. The algorithm
uses the following operations:

Construct(.S) initializes and returns the data structure C'(.5).
Remove(C(S), B) removes B from S and returns C(S\B) for BC S C V.
Bad(C'(S)) returns J, ;< S N Li| SN U; = 0.

Lemma 18 The operation Construct(S) can be implemented with a run-
ning time of O(|S]).

Proof:

The given vertex list S is traversed. For each vertex an entry in the doubly
linked list is created. The component number of each state is initialized to
the next available component number. 0
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Lsetlist Usetlist successors

E:omer compNr | compNr compNB

1 2 3 4

Figure 12: Data structure representing a Streett automaton

Lemma 19 The operation Remove(C(S), B) can be implemented with a
running time of O(|B).

Proof:

Traversing the given list of bad vertices, B, and removing each entry in C'(.S),

and resetting the component number of each state to zero takes time O(|B).
O

The operation Remove(C(S), B) is the main reason why a doubly linked
list is used. A simple linked list could in the worst case require a quadratic
overhead in time.

The most time consuming operation, together with the recomputation of
the MSCC:s, is the computation of the bad states.

Lemma 20 The operation Bad(C(S)) can be implemented with a running
time of O(|S| + bits(S)).

Proof:

Traverse the set lists (see Figure 12) of each vertex in C'(S). Whenever a
vertex is member of an L; set or a U; set add the set number to LSet or U Set
respectively. This takes time O(|S|+ bits(S)). Form the set BadSet = L\U
and reset LSet and USet. This can be done in time O(min(k, bits(S)) =
O(bits(S)). Add all vertices to a list of bad vertices for which L.setlist N
BadSets # 0, reset Badsets and then return the list. This takes time
O(]S| + bits(S)) giving a total running time of O(|S| + bits(S)). 0

When compared to [25], this algorithm spends much more time on comput-
ing bad states. The algorithm in [25] can access the bad states in constant
time, due to its more involved data structures.

Emptiness Checking Algorithm

The algorithm described above can be seen in Figure 11. Correctness of
the algorithm can be proved by focusing the attention on how the algorithm
partitions states.
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proc Bad (C(S)) =
Set LSet;
Set U Set;
Set BadSet,;
State s;
node set;
List bad List;
forall s € C($) do
forall set € s.L.setlist do
LSet := LSet U {set};
od
forall set € s.U.setlist do
USet .= USet U {set};
od
od
BadSet := LSet \ USet,;
clear (LSet);
clear (USet);
forall s € C/(S) do
forall set € s.L.setlist do
if (set € BadSet) then
append(set, badList);
break;

[=n

od
od
clear (BadSet);

return badList;

Figure 13: The bad algorithm

Theorem 21 The emptiness algorithm will find a good component if it ex-
ists.

Proof:

The main loop of the algorithm maintains the invariant that all vertices are
either bad, trivial or still in the queue. Initially the algorithm puts all states
in the queue. In the second while loop all currently bad states are removed.
If the component has changed, the MSCC:s of the remaining states are com-
puted. The MSCC:s partitions the remaining states into sets and no states are
lost. If the component has not changed, it either accepted or deemed trivial.
Nowhere are states lost. Hence the invariant holds and the algorithm will
find a good component if it exists. 0

Analysis of the running time of the algorithm shows that there are two major
factor contributing to the running time. The recomputation of the MSCCs
and the computation of the bad states. The algorithm in [25] has an im-

proved running time on the computation of the bad states and the computa-
tion of the MSCCs.
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Theorem 22 The running time of the algorithm without the Counterexam-

ple algorithm is O((m + bits(S)) min(n, k))

Proof:

The number of calls to Tarjan’s algorithm is bounded by min(n, k), be-
cause before each call at least one vertex and one fairness set has been taken
care of. Thus the total cost contributed by the calls to Tarjan’s algorithm
is O(m min(n, k)). The same factor min(n, k) bounds the number of calls
to Bad, Construct, and Remove. Hence they contribute O((n + bits(S))
min(n, k)) = O((m+0bits(S)) min(n, k)) to the running time giving a total
of O((m + bits(S)) min(n, k)). 0

The memory usage of the algorithm is linear in the number of states, edges,
sets and members in the fairness sets, as expected. The main drawback of
the algorithm of [25] is the memory overhead used in storing the reverse
transition relation, and storing s.L.setlist and s.U.setlist.

Theorem 23 The memory usage of the emptiness algorithm is bounded by
O(n+m+ k + bits(S))

Proof:

The memory for representing the vertices and the edge information accounts
for the term n+m. The memory required for the C'(5) data structure with the
Streett set information amounts to O(n + bits(.S)). Finally the sets Badsets,
L and U use O(k) memory giving a total of O(n + m + k + bits(S)). O

The emptiness algorithm presented above is similar to the algorithm in
[25] to the point that this algorithm could be called a simplified version it.
The choices made in this algorithm, however, have favored simplicity and
memory efficiency over speed. The data structures used in this algorithm are
simpler, and thus easier to implement. The algorithm in [25] uses in addition
to to L and U set lists for each state s € S, two doubly linked set lists L; NS
and U; N S for each 1 < i < k, a doubly linked list of at most length k, and a
doubly linked list of bad set lists L; N S. The algorithm in [25] also requires
the predecessor relation of the automaton for the so called lock-step-search
case, which we have not included because of memory considerations.

In spite of the more involved data structures the memory usage of [25] is
still linear and only larger by a constant factor. Hence, in some cases where
memory can be exchanged for a better running time choosing [25] would be
wise.

4.4 Counterexample Generation

If the emptiness algorithm finds a good component, we still only know that
the property does not hold. For this reason, it is also very important to be able
to generate a counterexample to the given property to ease the the location
of design errors. The ability of model checkers to generate counterexamples
is one reason why model checking is so popular.

The counterexample algorithm is given good component S, from which
it should extract a counterexample. A valid counterexample is a cycle, which
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respects the acceptance condition that if a state s € L; is on the path there
also is a state t € U; on the path. Short counterexamples are preferred be-
cause they are considered more informative. Finding a short counterexample
is non-trivial, because the path can be a cycle which contains several loops.
Actually, determining whether there exists a counterexample of length n,
where n is the number of states is NP-complete [2] (proof with a reduction
from a Hamiltonian cycle problem). Clearly it is not feasible to expect to get
the shortest possible counterexample. A reasonable compromise would for
most of the time give short counterexamples, never use excessive amounts of
memory, and also have a low upper limit on the running time.

The new algorithm is an extension of the simple breadth-first search. It
tries to find a cycle back to the initial state, while respecting the acceptance
conditions. The breadth-first search spawns a path tree, where each path
is uniquely determined by the corresponding state on bottom level of the
tree. Under certain conditions the algorithm chooses a path, i.e. a state. The
algorithm chooses a path if it encounters a node s such that

e s € L; and we have not encountered L; previously, or

e s € U; and we have encountered L; previously.

proc checkstate (s, seenL, seenU, unseenl) =
boolean lockpath := false;
forall 7 € s.L.setlist do
if (i ¢ seenL) then
seen_L := seenL U {i};
lockpath = true;
if (i ¢ seenU) then
unseenL—++;
fi
fi
od
forall i € s.U.setlist do
if (i ¢ seenU AND i € seenL) then
unseenlL——;
lockpath = true;
fi
od

return / ockpath;

Figure 14: The checkstate algorithm.

After the path has been chosen, it is printed from memory, and the breadth-
first search state is reset. Due to this reset at most a linear amount of memory,
in the number of states in the component, is used for book keeping. Then
algorithm proceeds with the breadth-first search towards the initial state. Be-
cause the intermediate states added in the model checking phase should not
affect the length of the path, the algorithm moves immediately to the next
state without logging the move when intermediate states are encountered.
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This is possible because intermediate states always have a unique successor.
One counter, a variable called unseenL, is maintained by the algorithm to
keep track of how many L; sets have been encountered, for which the corre-
sponding U; set has not been encountered. The algorithm terminates when
it reaches the initial state and unseenL equals zero.

proc lockpath (s, seenL, seenU, unseenL) =
Stack stack;
state ¢;
node set;
do
push (s, stack);
forall set € s.U.setlist do
if (set ¢ seenU) then
seenlU := seenU U {set};
if (set € seenl) then

unseenl — —;
fi
fi
od
t:=s;
s := father (t); Go to father
log_father (¢, 0); Reset log

while (s # 0);
print_stack (stack);

Figure 15: The lockpath algorithm.

The function checkstate, see Figure 14, is the function which determines
if a path is to be chosen by by investigating the given state according to the
conditions given above. If a path is chosen the path is printed and all U; sets
on the path are marked as seen by the function lockpath.

To analyze the performance of the counterexample algorithm we first con-
sider the auxiliary functions. The running time of the checkstate function is
clearly dependent on the how many sets the state is member of.

Lemma 24 The running time of checkstate(s) (Figure 14) is O(bits({s})).

Proof:
The function traverses the set list of the states and can in O(1) time check if

a specific set has been taken care of. The time required for the traversal is
hence O(bits({s})). O

For the function lockpath the running time depends on the length of the
path and the number of sets the states are member of.

Lemma 25 The running time of lockpath(s) (see Figure 15) is O(|S| +
bits(S))
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proc Counterexample (C(S)) =

Queue Q;

state s, root, t;

Set seenL;

Set seenU’;

int unseenl = 0;

root := root(C(5));

PrintPath’lo (root); Print prefix.

visit (root);

put(Q, root);

log_father (root, 0);

while (Q # 0) do
s == get (Q):
if (checkstate (s, seenL, seenU, unseenL)) then

lockpath (s, seenL, seenU, unseenL);
fi
if (unseenL = 0) then
forall ¢ € succ_in_comp(s) do
if (¢t = root) then Are we done?
return ;

od
f

forall ¢ € succ_in_comp (s) do

if (—(visited (t)) then

visit (t);

put(Q, t);

log_father (t, s); Store the path.

f
od
od
Figure 16: The counterexample algorithm
Proof:

The function must reset the log storing the path, and go through the set lists
of the vertices in the path, and mark all unseen L; sets encountered as seen.
This gives a running time of O(|S| + bits(S)). O

The correctness of the algorithm depends on its ability to produce a path
which is adheres to the acceptance conditions. First we consider an inter-
esting special that occurs if the component contains no vertex for which

goor

path found is also optimal in the sense that it involves the minimum number
of vertices.

Theorem 26 The Counterexample algorithm finds a counterexample, when
given a good component with no vertex belonging to a L; set, and its running
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time is O(n + m + bits(9)).
Proof:

Because no state belongs to an L; set, any path back to the root is a valid
counterexample. The algorithm only resets the path if state belongs to an
unseen L; set or a corresponding U; set, and consequently will not perform
a reset. Hence the algorithm does a breadth-first search for a path back to
the root, potentially doing a checkstate(s) call at each state. It will find a
path to the root (the component is a MSCC), which is the counterexample,
achieving the running time of O(n + m + bits(S5)). 0

The proof for the general case is also quite straightforward. Realizing that
the algorithm after each reset can find a new set is the key to successfully
carry out the proof.

Theorem 27 The Counterexample algorithm always finds a counterexam-
ple when given a good component, and its running time is O((m + bits(S))
min(n, k)).

Proof:

By keeping track for how many L; sets the corresponding U; set has not been
seen, the algorithm can be guaranteed to terminate only if the path is a valid
counterexample. The algorithm stores the traversed path up to a reset. After
the reset any state can be visited (the states are always reachable as we are
traversing a MSCC). The algorithm will always find a new L;, or a corre-
sponding U; after a reset because all states are reachable and visitable and a
new reset will not be performed unless any of the above are found or it enters
the root state and can terminate. Hence the algorithm will always find an ac-
cepting path given a good component. The algorithm performs min(n, 2k)
resets in the worst case. Consequently the algorithm may have to traverse the
graph and perform a checkstate at most min(n, 2k) times. This gives a total
running time of O((n + m + bits(S)) min(n, k)). O

As we only keep at most a path of length |S| = n the memory consump-
tion of the algorithm is kept reasonable.

Theorem 28 Memory usage of the counterexample algorithm is bounded

by O(n + m + k + bits(S)).

Proof:

The functions lockpath and checkstate can use the same sets Bad, LSet and
USet for their bookkeeping as the emptiness algorithm. Consequently the
algorithm does not need additional data structures to those already created
by the emptiness algorithm, except for a breadth-first search log and father
log, which only incurs a linear penalty in the number of states n. O

In the worst case this algorithm can produce a counterexample of length
n min(n,2k). It is possible to construct an algorithm which in the worst
case gives a maximum length of n min(n, k), as presented in [14]. In this
approach, the algorithm does a breadth-first search for all U; sets for which
the corresponding L; set is non-empty in increasing ¢ order. In [19] the
two approaches were experimentally compared using randomly generated
state spaces. In these experiments the new algorithm had a better average
performance than [14].
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5 IMPLEMENTATION

The model checking procedure developed and analyzed in this work has
been implemented in the MARIA analyzer [22]. The MARIA analyzer is a
reachability analyzer for algebraic system nets [15, 16, 27], developed at the
Laboratory for Theoretical Computer Science at Helsinki University of Tech-
nology.

5.1 The MARIA analyzer

5.2

5

The MARIA analyzer, or the ModulAr Reachabllity Analyzer, is a reachability
analyzer for Algebraic System Nets. The intention is to develop an analyzer
with model checking capabilities for a formalism which is powerful enough
to model in a straightforward manner high-level programming languages. By
using language specific front ends, the idea is that MARIA can function as
the analysis tool for several formalisms. Currently a front end for SDL[1] is
under development.

The net class of MARIA is based on an algebra with powerful built-in data
types and expressions. MARIA supports leaf types (bool, char, enum, int, un-
signed) familiar from high-level programming languages and also complex
structured types such as structs, arrays and FIFOs. There are built-in opera-
tions for FIFO operations, multi-set operations, multi-set sums, etc.

The analysis methods of MARIA are still under development. Apart from
the model checking feature developed in this work, MARIA supports exhaus-
tive reachability analysis and reachability graph exploration. It is also possible
to evaluate expressions in the states of the reachability graph. Simple on-the-
fly verification of safety properties is available through detection of constraint
violations and other dynamic errors.

Implementation

The new model checking algorithm was implemented as a module of the
analyzer. As an implementation platform MARIA was very suitable because
it had almost all of the necessary infrastructure ready. The powerful expres-
sion evaluator of the analyzer made the implementation of the computation
of the fairness sets straightforward. Also, the decision to use an external im-
plementation of the LTL formula to Biichi automaton translator saved time.
Hence, most of the effort was put into implementing the model checking
routines.

The implementation was programmed in C++, like the rest of the ana-
lyzer. The procedure described in this work was followed quite faithfully in
the implementation. Some optimizations were however performed. Man-
agement of the arcs of the product automaton was carefully designed, so that
only during the Streett emptiness checking phase were the arcs kept in main
memory. The Streett emptiness check was also modified so that not all inter-
mediate states were added to the FKS. Only transition instances related to a
strong fairness constraint and some instances related to a weak fairness con-
straint caused an intermediate state to be added. Specifically the transition
instances which belonged to a weak fairness set and could occur so that the
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Figure 17: The second test model.

resulting state was still in the current MSCC, caused an intermediate state
to be generated.

5.3 Experimental Results

5

In order to get some picture on how well the new model checking procedure
performs, some limited experiments were performed with the already famil-
iar contentious mutex model in Figure 4 (see Appendix A for the MARIA
description) and a second simple model in Figure 17 (see Appendix B for the
MARIA description). The second model describes a simple communications
channel, which can loose arbitrary messages. The mutex model was chosen
because it is very simple and yet it includes transitions with strong fairness
constraints. There already are tools which automatically support some no-
tion of fairness close to weak fairness [12], which is why testing strong fairness
constraints is the most interesting. Initially the plan was to use a more in-
tricate model, but the LTL to Biichi automata translator [29], based on the
algorithm presented in [10], could not handle formulas with more than five
fairness constraints on the hardware used. The other model was tested be-
cause it included both weak and strong fairness constraints and therefore it
exercised all aspects of the new algorithm.

To have some kind of reference, all results are compared with the normal
approach of specifying the fairness constraints as LTL formulas. All experi-
ments were performed on a PC with a 266 MHz Intel Pentium II processor
having 128 MB RAM running the Debian/GNU Linux 2.1 operating system.

Two different properties were verified on the mutex model to highlight
two different aspect of the performance of the procedure. The first property
was a property which holds in the system, namely accessibility (O(pending =
Oeritical)). This was tested in order see how fast and how memory efficient
the algorithm is by measuring the time needed to verity the formula and
the size of the product automaton. The property that the transition request
adheres to the strong fairness constraint, which does not hold for the system,
was used as the second property. With this, it was possible to test how long it
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took to generate a counterexample and how long they were. Both formulas
can be found in Appendix C.1. In all measurements the time to translate the
formula to an automaton is also included in the time.

The second model, which included both weak and strong fairness con-
straints, was only tested for a property which held in the model. Using the
old way of including the fairness constraints into the model yielded a prod-
uct state space of size 577 and took 58 seconds to analyze. The figures for
the new procedure were 79 states and two seconds respectively (see the table
in Figure 20). Using the new procedure it was possible to increase the size
of the parameter, while using the “normal” way the model checking did not
complete with N > 3. The formulas used can be found in Appendix C.2.
Note that for neither of the models, no change was necessary to express the
fairness requirement in LTL. The transition occurrences were always visi-
ble for both models from the markings, because the output place for each
transition was unique. Therefore no model changes were needed.

The results for the first property are summarized in the table Figure 18.
Results for the second property are given in the table of Figure 19. The
size figures in parenthesis for the new procedure give the size of the good
component with intermediate states while the other number is the number
of generated product states, without intermediate states. By comparing these
two tables it is evident that the new procedure scales much better than giving
the fairness constraints as LTL formulas in these experiments. Most of the
time consumed by the normal approach is spent in the formula translator,
which needs a lot of time to translate the long formulas. Both the time and
the size grow exponentially for both the new algorithm and the normal way,
which is due to the state space explosion. The lengths of the counterexamples
are very similar with only a few steps difference in favor for the normal way.

New procedure. | “Normal” way
N | Size | Time Size | Time (s)
2 21 0 204 8
31 48 0 1919 40
4| 109 0 17170 460
5| 246 0 145757 | 9487
6 | 551 1 - -
7| 1224 3 - -
8 | 2697 7 - -
9 | 5898 16 - -
10 | 12881 38 - -

Figure 18: Results for the first property.
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New procedure. “Normal” way.
N Size Time (s) | Witness | Size | Time (s) | Witness
2 23(10) 0 4 105 12 4
3 50(32) 0 7 1876 140 7
4 123(88) 0 15 15276 | 2287 15
5 289(224) 0 16 - - -
6 601(544) 0 31 - -
7 | 1419(1280) 2 25 - - -
8 | 3108(2944) 4 25 - - -
9 | 6193(6656) 10 37 - - -
10 | 12080(14848) 110 37 - - -

5 IMPLEMENTATION

Figure 19: Results for the second property.

New procedure | “Normal” way

N | Size | Time | Size | Time
21 29 0 1473 | 374
3179 0 - -

4| 225 0 - -

51 659 1 - -

6 | 1957 3 - -

7 | 5847 13 - -

Figure 20: Results for the second test model.




6 CONCLUSIONS

In this work LTL model checking for high-level Petri nets has been extended
to cope with Petri nets, which have fairness constraints on the transitions. Se-
mantics for the fairness constraints are given through a fair Kripke structure.
The fairness semantics is proved to be equivalent to that given in [13]. Using
Streett automata the model checking procedure is extended to handle the
fairness constraints in an efficient manner. Also a new algorithm for solving
the emptiness problem of Streett automata and for generating a counterex-
ample from an accepting component are presented. Most of the ideas were
first presented in the papers [19, 20].

The limited experiments performed indicate that the new procedure for
dealing with fairness constraint is clearly superior to the normal way of cop-
ing with strong fairness constraints. The experiments also indicated that the
method scales fairly well.

Other similar methods have been presented for coping with strong fair-
ness. For CTL model checking the idea was first presented in [§, 21]. The
method was extended to LTL and BDDs in [14]. This work, however, is the
first to extend the method to high-level Petri nets. Semantics for Petri nets
with fairness is not new and is e.g. discussed in [13, 28], but these works do
not give any procedure to model check Petri nets with fairness constraints.

There are still some open questions related to the new LT, model check-
ing procedure. It is clear that not all intermediate states have to be added
when model checking. It should be possible to formulate a better suthcient
condition, which could be statically checked, for transitions in the model
which need the intermediate states to be generated. This could reduce the
number of intermediate states needed in the procedure. It also could be
interesting to generalize this method to encompass the full branching time
logic CTL*. As CTL* model checking can be reduced to several calls to a
LTL model checker [8] this should be possible. Another interesting question
is what kind of effect would the procedure have on partial order methods,
such as the stubborn set method [34].
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A TEST NET 1- MARIA DESCRIPTION

//Comment out the fairness constraints
//for the transitions when specifying fairness
//constraints with a LTL formula

//number of processes, should be >=2
unsigned N=2;

//process type
typedef int(1..N) proc_t;

//process places

place quiet (0..N) proc_t: proc_t p: p;
place pending (0..N) proc_t;

place critical (0..1) proc_t;

//control places
place key (0..1) bool: true;

//transitions
trans Request
in {place quiet:x;} out {place pending:x;};

trans GoCrit

in {place pending:x; place key:z;}
out {place critical:x}
strongly_fair proc_t p: (p==x);

trans Release

in {place critical: x;}
out {place quiet:x;place key: truel};

A TESTNET1- MARIADESCRIPTION



B TEST NET 2 - MARIA DESCRIPTION

//Comment out the fairness constraints for
//the transitions when specifying fairness
//constraints with a LTL formula

//nr procs
unsigned N=3;

//typedefs
typedef unsigned (1..N) procs_t;

//places

place ReadyToSend procs_t: procs_t p: p;
place Send procs_t;

place Receive procs_t;

//transitions

trans send

in {place ReadyToSend: x;} out {place Send: x;}
weakly_fair proc_t p: (p==x);

trans timeOut
in {place Send: x;} out {place ReadyToSend: x;};

trans receive
in {place Send: x;} out {place Receive: x;}
strongly_fair proc_t p: (p==x);

trans acknowledge
in {place Receive: x;}
out {place ReadyToSend: x;};

B TESTNET 2- MARIADESCRIPTION



C LTL FORMULAE
C.1 Mutex model

New Procedure
Property 1:

verify [](atom(is proc_t N subset place pending) =>
<>atom(is proc_t N subset place critical));

Property 2:

verify []<>(atom(is proc_t N subset place quiet)) =>
[1<>atom(is proc_t N subset place pending);

Fairness in Property

Property 1:

verify (proc_t p &&
([1<>atom(is proc_t p subset place pending) =>
[1<>atom(is proc_t p subset place critical)))
=>
([Jatom(is proc_t N subset place pending) =>
<>atom(is proc_t N subset place critical));

Property 2:

verify (proc_t p &&
([1<>atom(is proc_t p subset place pending) =>
[I1<>atom(is proc_t p subset place critical)))
=>
(([1<>atom(is proc_t N subset place quiet)) =>
([1<>atom(is proc_t N subset place pending)));

C.2 Second Test Model

New Procedure

verify [](atom(is procs_t N subset place ReadyToSend) =>
<>atom(is procs_t N subset place Receive));

Fairness in Property
verify ((procs_t p &&

([0<>(is procs_t p subset place Send) =>

[1<>(is procs_t p subset place Receive)))
&& (procs_t v &&
([1<>atom(!(is procs_t v subset place ReadyToSend) ||
(is procs_t v subset place Send)))))
=>

([ (atom(is procs_t N subset place ReadyToSend) =>
<>atom(is procs_t N subset place Receive)));

C LTLFORMULAE i
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